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Methods of solving of the optimal stabilization

problem for stationary smooth control systems

Part II Ending

G. Kondrat’ev A. Balabanov

Abstract

In this article some ideas of Hamilton mechanics and differen-
tial-algebraic Geometry are used to exact definition of the poten-
tial function (Bellman-Lyapunov function) in the optimal stabi-
lization problem of smooth finite-dimensional systems

3 Geometrical methods. Continuation

In the given section the greater attention is given to invariant descrip-
tion of the potential function and its Lagrange manifold.

3.4 Isomorphisms of algebras of smooth functions with
marked derivation

Let’s say, that the vector field X = ξi(x) ∂
partialxi is in the general

position in relation to function V (x), if (n − 1)-th Lie derivative
L

(n−1)
X (V ) = X(n−1)(V ) 6= F (V ). Vector fields X, being in the gen-

eral position to the function V , will form an open dense set in space
of jets of smooth cuts Jp(Rn, TRn), p = 0, 1, 2, . . . ,∞ of tangent
stratification TRn in topology of pointwise convergence. Therefore
choice of an appropriate vector field is rather free. However the set of
vector field of the general position in relation to the function V (x) is
not transitive concerning automorphisms TRn→̃TRn, saving function
V (x). System of attributes defining orbits of an appropriate operation,
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can be the set of singularities of a vector field position X relative to
level surfaces of functions V (x), X(1)(V (x)), . . . , X(n−2)(V (x)) along
some submanifolds (tangency points).

Apparently, open orbit is the set of vector field of the general posi-
tion to V (x) , defining orientation of foliation V (x) = const .

Obviously, the isomorphism of one (free) algebra of smooth func-
tions with the marked element and derivation of the general po-
sition in relation to this element in other similar one is uniquely
determined, if it exists, to within a discrete subgroup of automor-
phisms of algebra. In this case transfer of the differential equations
Φj(X(n+j)(V ), X(n−1)(V ), . . . , V ) = 0 , j = 0 , 1 , 2 , . . . takes
place, whom the element V onto its pattern V ′ (with replacement
X on the pattern X ′ ) satisfies. At a choice instead of X ′ other
vector field of the general position X ′′ concerning V ′ equations
Φj(X ′n+j(V ′), X ′n−1(V ′), . . . , V ′) = 0, j = 0, 1, 2, . . . and equations
Φj(X ′′n+j(V ′), X ′′n−1(V ′), . . . , V ′) = 0, j = 0, 1, 2, . . . determine the
same ideal in algebra of smooth functions on space of a stratification
of jets of mappings Rn → R . As derivation of the general posi-
tion X concerning V (x) it is possible to offer X = CjiVj

∂
∂xi ,

where Cji – symmetrical positive definite matrix of constants, for which
CjiVjVl 6= F (V ), for example, can correspond Cji = δji + 1.

Example 5.
For canonical nondegenerate potential function of two variables

V (x) = (x1)2 + (x2)2 and vector field

X = (2V1+V2)
∂

∂x1
+(V1+2V2)

∂

∂x2
= (4x1+2x2)

∂

∂x1
+(2x1+4x2)

∂

∂x2

it is possible to obtain the relation V (2) = 16(V (1) − 3V ) between
function and its two derivatives of the first order V (1), V (2) along
X, which holds for each element of some (open) set of uncanon-
ical nondegenerate potential functions and appropriate vector field
X = (2V1 + V2) ∂

∂x1 + (V1 + 2V2) ∂
∂x2 . Therefore in the problem of

the optimum stabilization of a system of the second order with a non-
degenerate Bellman-Lyapunov function the following relation can be
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used additionally

(2V1 + V2)2V11 + (4(V1)2 + 10V1V2 + 4(V2)2)V12 + (V1 + 2V2)2V22 =

= 8(2(V1)2 + 2V1V2 + 2(V2)2 − 3V ).

3.5 Representation of the first integrals and evaluation
method of Lagrangian manifold

If ψ – is the first integral of the Hamilton system (2.1), connected
with the problem of optimal stabilisation, then ψ = c mod(I(L+)) =
c mod(I(L−)), where c – const, I(L+), I(L−) – ideals of manifolds L+,
L−; that is ψ0 ≡ (ψ−c) ∈ I(L+)

⋂
I(L−). Let {ai ≡ Vi−αij(x)xj}n

i=1

– independent generators I(L+); {bi ≡ Vi−βij(x)xj}n
i=1 – independent

generators I(L−); ai 6∈ I(L−), bj 6∈ I(L+).
We have I(L+)

⋂
I(L−) = I(L+) ·I(L−) (the intersection of ideals

coincides with the product). Really, I(L+)·I(L−) ⊂ I(L+)
⋂

I(L−)
(always); back: let r = siai = tjbj ; si, tj ∈ C∞(T ∗Rn); common
solution of last equation concerning si, tj :

si = Aikak + Bikbk, −tj = Cjlal + Djlbl;

Aik = −Aki, Djl = −Dlj , Cjl = −Blj ∈ C∞(T ∗Rn) ;

r = siai = Aikakai + Bikbkai = Bikbkai ∈ (I(L+) · I(L−)),

i.e. I(L+)
⋂

I(L−) ⊂ I(L+) · I(L−).
Thus each integral ψ0 (including ϕ ), that becomes equal to

zero in the origin of coordinates 0 ∈ T ∗Rn , belongs to the product
I(L+) · I(L−).

Thus:
— ideals I(L+), I(L−) are invariant concerning derivation Idϕ;
— generators ai, bj are not the first integrals of the Hamilton system
(2.1).

Therefore at presence of some basis elements aα or bβ, α, β run
through the proper subset {1, . . . , n} the generation of full family
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of generators of ideals I(L+), I(L−) is possible by application of
derivation Idϕ:

a(1)
α ≡ (Idϕ)(aα) [b(1)

β ≡ (Idϕ)(bβ)]

a(2)
α ≡ (Idϕ)2(aα) [b(2)

β ≡ (Idϕ)2(bβ)] etc.

The following calculation algorithm L+ can be used:
— a1 = V1 − α1j(x)xj is selected, where α1j(x) – undefined elements
C∞(Rn);
— the a

(1)
1 , . . . , a

(n)
1 , . . . are found in.

There exists the implication

( a1 = a
(1)
1 = ... = a

(n−1)
1 = 0 ) ⇒ ( a

(δ)
1 = 0, δ = n, n + 1, ... ),

from which follows a system of differential partial equations concerning
α1j . If the conditions of an integrability Vixj = Vjxi , deduced from

a1 = a
(1)
1 = . . . = a

(n−1)
1 = 0 would be added to the obtained system,

the resulting system completely will describe L+ ⋃
L−. For extraction

L+ it is necessary to take into account positive determinancy of the
matrix (Vixj )n

i,j=1.
In case of linearly-square problem α1j − const. Therefore here

the number of unknowns from n2 ( Riccaty system ) decreases to n.

Example 6.




ẋ1 = x2

ẋ2 = x3

ẋ3 = u
J =

∞∫

0

((x1)2 + u2)dt

uopt = −1
2V3 – optimal control on L+

ϕ = x2V1 + x3V2 − 1
4(V3)2 + (x1)2 – Hamiltonian;

Idϕ = x2 ∂
∂x1 + x3 ∂

∂x2 − 1
2V3

∂
∂x3 − 2x1 ∂

∂V1
− V1

∂
∂V2

− V2
∂

∂V3
– Hamilton

vector field.
Let a1 ≡ (V1 − αx1 − βx2 − γx3) ∈ I(L+), α, β, γ − const ;
a2 ≡ Idϕ(a1) = (−αx2 − βx3 + 1

2γV3 − 2x1) ∈ I(L+);
a3 ≡ (Idϕ)2(a1) = (−αx3 + 1

2βV3 − 1
2γV2 − 2x2) ∈ I(L+);
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a4 ≡ (Idϕ)3(a1) = (1
2αV3 − 1

2βV2 + 1
2γV1 − 2x3) ∈ I(L+).

Solving jointly system a1 = a2 = a3 = a4 = 0, taking into account
symmetry and positive determinancy of the matrix of coefficients of
expansion of variables Vi through xj , we obtain missing parameters
of the ideal I(L+): α = 4, β = 4, γ = 2, for which





V1 = 4x1 + 4x2 + 2x3

V2 = 4x1 + 6x2 + 4x3

V3 = 2x1 + 4x2 + 4x3
− equations L+ .

Example 7 [14, page 51].




ẏ1 = y2

ẏ2 = y3

ẏ3 = y2 cos y1 + u

J =
∞∫
0

((y1 + y2 + y3)2 + (y2 + y3 + (y2 cos y1 + u))2)dt

uopt = −1
2V3 − y2 − y3 − y2 cos y1 – optimal control on L+;

ϕ = y2V1 +y3V2− (y2 +y3)V3− 1
4(V3)2 +(y1 +y2 +y3)2 – Hamiltonian;

Idϕ = y2 ∂
∂y1 + y3 ∂

∂y2 − (y2 + y3 + 1
2V3) ∂

∂y3 − 2(y1 + y2 + y3) ∂
∂V1
−

−(V1 − V3 + 2y1 + 2y2 + 2y3) ∂
∂V2

− (V2 − V3 + 2y1 + 2y2 + 2y3) ∂
∂V3

–
Hamilton vector field.
a1 ≡ V1 − ay1 − by2 − cy3;
a

(1)
1 ≡ (Idϕ)(a1) = −2y1 + (−2− a + c)y2 + (−2− b + c)y3 + 1

2cV3;
a

(2)
1 ≡ (Idϕ)2(a1) = −cy1+(b−2c)y2+(b−a−c)y3− 1

2cV2+(1+ 1
2b)V3;

a
(3)
1 ≡ (Idϕ)3(a1) = (c− b− 2)y1 + (a + c− 2− 2b)y2 + (a− 2− b)y3+

+1
2cV1 − (1 + 1

2b)V2 + (1
2a + 1)V3.

Solving jointly system a1 = a
(1)
1 = a

(2)
1 = a

(3)
1 = 0 , taking into account

symmetry and positive determinancy of the matrix of coefficients of
expansion of variables Vi yj , we obtain missing parameters ofthe
ideal I(L+) : a = 2, b = 2, c = 2 , for which





V1 = 2y1 + 2y2 + 2y3

V2 = 2y1 + 2y2 + 2y3

V3 = 2y1 + 2y2 + 2y3
− equations L+ .
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uopt = −y1 − 2y2 − 2y3 − y2 cos y1.

4 Symmetry in the problem of the optimal sta-
bilization

The possibility of effective definition of symmetries of the differential
equations [45,46] is based that derivation X(0) in algebra of smooth
functions C∞(Rn ×Rr) on the space of stratification π : Rn ×Rr →
Rn : (xi, yα) 7→ (xi) uniquely proceeds up to derivation X(q), q =
1, 2, . . . ,∞, algebras C∞(J (q)(Rn, Rr)) of smooth functions on space
of stratification J (q)(Rn, Rr) : {xi, yα, yα

j , ..., yα
j1...jq

}
q−jets of cuts of the stratification π with preservatioin of the forms

∆α ≡ dyα − yα
i dxi ;

∆α
i ≡ dyα

i − yα
ijdxj ;

. . . . . .

∆α
J ≡ dyα

J − yα
Jkdxk ;

J = (j1, . . . , jq) − multiindex of length q (#J = q);

etc.

If

X(0) ≡ ηα(yβ, xi)
∂

∂yα
+ ξj(yβ, xi)

∂

∂xj
,

then

X(q) = X(0) +
∑

α = 1, ..., r
#J = 1, ..., q

ηα
J

∂

∂yα
J

,

where
ηα

J = DJ(ηα − yα
k ξk) + yα

Jkξ
k ,

DJ ≡ Dxjq ◦Dxjq−1 ◦ ... ◦Dxj1 .
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It makes sense to set derivation X preserving the forms ∆α
J ,

at once in algebra C∞(J∞(Rn, Rr)), thus it is quite defined by the
values ηα[y] , ξj [y] ∈ C∞(J∞(Rn, Rr)) on coordinate basis functions
yα , xi . The formulas of a continuation (on other coordinate func-
tions) coincide with above mentioned. In this case derivation is called
generalized, and at ξi[y] = 0 as evolutionary.

Derivation X, representing a symmetry of the differential equations
system

Fa[y] = 0 , Fa[y] ∈ C∞(J∞(Rn, Rr)) ,

is determined from a condition of invariancy of the ideal generated by
the continued system, that is

XFa ≡ P Jb
a DJFb

for some smooth functions P Jb
a ∈ C∞(J∞(Rn, Rr)).

4.1 Evolutionary symmetries of the Hamilton-Jacoby
equation

The benefit of evolutionary symmetries [45,46] of the Hamilton-Jacoby
equation ϕ = 0 for solution of the optimum stabilization problem is
connected to that the Bellman-Lyapunov function V (x) is an “almost
isolated” solution of this equation. Really Lagrangian manifold L+,
being unique separatrix of steady points of the Hamilton system (2.1),
represents an isolated (in topology of pointwise convergence) cut of the
stratification T ∗Rn ⋂

ϕ−1(0) in any neighbourhood of the origin of
coordinates 0 ∈ Rn. Therefore intersection of a rather small neigh-
bourhood of function V (x) (in usual jet topology Jq(Rn, R) for any
q = 0, 1, 2, . . . ,∞) with set of solutions of the equation ϕ = 0 will
represent a segment of straight line V (x) + c, c – parameter.

From here follows, that the value of evolutionary derivation saving
the Hamilton-Jacoby equation in the point V (x) can be only constant
(or that V (x) is a stationary point an appropriate evolutionary vector
field of vectors to within trivial shifts k ∂

∂V , k − const ).
Let’s show, that the symmetries of the equation ϕ = 0 of a kind

Q(xi, V ) ∂
∂V in most cases are trivial, and Q(xi, Vj) ∂

∂V determine the
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first integral Q(xi, Vj) of an appropriate Hamilton system. Let

X ≡ Q(xi, V )
∂

∂V
; X(1) = X+(DxjQ)

∂

∂Vj
= Q

∂

∂V
+(Qxj +QV Vj)

∂

∂Vj

The symmetry of the equation ϕ = 0 concerning derivation X
means, that there is the function P ∈ C∞(J∞(Rn, R)), for which

X(1)ϕ ≡ Pϕ

or
(QxjϕVj + (QV − P )ϕ−QV ω ≡ 0;

in common case, ϕVj , ϕ, ω ∈ C∞(J∞(Rn, R)) – independent func-
tions; hence, Qxj = (QV − P ) = QV = 0, i.e. Q − const.

Let

X ≡ Q(xi, Vk)
∂

∂V
; X(1) = X + (DxiQ)

∂

∂Vi

Noting the condition of symmetry ϕ = 0 , collecting similar terms and
taking into account, that functions ϕVi ∈ C∞(J∞(Rn, R)) in common
case are independent, we shall come to the equation

Poisson bracket (Q, ϕ) = 0, i.e. Q(Xi, Vj) − first integral Idϕ.

Evolutionary vector field ϕ(xi, Vj) ∂
∂V is a symmetry of the Hamilton-

Jacoby equation and besides leaves all of its solutions fixed.

4.2 Defining equations of finite-dimensional symmetries
in an optimal stabilisation problem

It is natural to search for infinitesimal forming groups of symmetries
of the system (1.4.a), (1.4.b) of a kind

X = ξk(x)
∂

∂xk
+ η0(x)

∂

∂V
+ ηk(x, u)

∂

∂uk
+ (η0

xi − Vkξ
k
xi)

∂

∂Vi
.
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That is




[(f i
xkξk + f i

ulη
l)Vi + f i(η0

xi − Vkξ
k
xi) + ωxkξk + ωulηl]

∣∣∣∣
(1.4)

= 0

[(f i
ujxkξk + f i

ujulη
l)Vi + f i

uj (η0
xi − Vkξ

k
xi) + ωujxkξk + ωujulηl]

∣∣∣∣
(1.4)

= 0

If m < n, then m+1 variables VA, A ∈ {1, ..., m+1} can be expressed
from the system(1.4)

VA = GB
A(u, x)VB +HA(u, x), A ∈ {1, ..., m+1}, B ∈ {m+2, ..., n}.

Let’s obtain defining equations of infinitesimal generators of symme-
tries group of the system (1.4)




(fA
xkξk + fA

ulη
l)GB

A + (fB
xkξk + fB

ulη
l)− f i(ξA

xiG
B
A + ξB

xi) = 0
(fA

xkξk + fA
ulη

l)HA + f i(η0
xi −HAξA

xi) + ωxkξk + ωulηl = 0
(fA

ujxkξk + fA
ujulη

l)GB
A + (fB

ujxkξk + fB
ujulη

l)− f i
uj (ξA

xiG
B
A + ξB

xi) = 0
(fA

ujxkξk + fA
ujulη

l)HA + f i
uj (η0

xi −HAξA
xi) + ωujxkξk + ωujulηl = 0

A specific interest is to investigate symmetries groups of optimal
control systems of a special kind (for example, linearly-square concern-
ing the control).

5 Additional methods

5.1 Synthesis of suboptimal control of a given structure

Let L ⊂ ϕ−1(0) – n-dimensional Lagrangian manifolds correctly pro-
jecting on Rn{xi}n

i=1 (with the generating function V (x)). Hamilton
field Idϕ is tangent L. In this case a surjective homomorphism of alge-
bras restriction, saving derivation Idϕ, C∞(T ∗Rn) → C∞(T ∗Rn)/I(L),
where I(L) – ideal of the Lagrangian manifold L.

Algebra C∞(T ∗Rn)/I(L) is exactly isomorphic C∞(Rn). Here
x – projection X = ϕVi(x

j , Vk(x)) ∂
∂xi , where Vk = Vk(x) – equations

L, corresponds to derivation Idϕ. Therefore there is surjective
differential homomorphism ρ : (C∞(T ∗Rn), Idϕ) → (C∞Rn, X).
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The indicated fact can be useful at an evaluation of suboptimal
control of a given structure u(x, α), α – parameters. In this case X ≈
f i(x, u(x, α)) ∂

∂xi , f i – right side of the system (1.1). Homomorphism
ρ can not exist for all values α − const, the following procedure
nevertheless can be useful.

Comparing variables xi ∈ C∞(T ∗Rn) with variables xi ∈
C∞(Rn) , we differentiate them sufficient number of times, the first
– along Idϕ , the second – along X, so that to obtain 2n elements, (
depending from α ) in the first and second algebra. Eliminating vari-
ables xi from the obtained elements in C∞(Rn) , we shall obtain
n relations, defining “kernel” ρ. Let’s express variables Vi through
x and α (if not to make this, the rest part of the procedure should
be changed). Let’s select parameters α so that obtained “kernel”
was “maximum holonomic”, for it we minimize on α the function∫
K [

∑
i<j(Vixj − Vjxi)2]dx1 ∧ . . . ∧ dxn, K – is the selected compact

neighbourhood of zero. From several solutions the parameters α are
selected, for which the matrix Vixj (x, α) has positive main minors.

5.2 Functions continuing the Bellman-Lyapunov func-
tion on space of greater dimensionality

In some cases in the adjacent class ρ−1(V ), where ρ:
(C∞(T ∗Rn), Idϕ) → (C∞(Rn), X) – the differential homomorphism
described in the previous item, function W exists, possessing the fol-
lowing positive properties:

LIdϕ(W ) = −ω;

WVi = 0 (and accordingly Wxi = Vi) − defining equations L+.

As the equation LIdϕ(W ) = −ω is linear, this mode can be useful.
However, the indicated property holds seldom. In more general

case, it is possible to search as a solution of the Hamilton-Jacoby
equation (1.5) function W (xi, yα), depending from additional variables
yα, α = 1, ..., r, restriction of which on the surface P : Wyα(xi, yβ) = 0,
coincides with the Bellman-Lyapunov function V (xi). In this case
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Wxi |P = Vxi . The function ϕ(xi,Wxj (xk, yα)) is contained in the ideal
(Wy1 , ..., Wyr).

It is possible to limit oneself by functions W of kind W (xi, yα) =
F (x) + Gα(x)yα + (y1)2 + ... + (yr)2. For linearly-square systems F (x)
– homogeneous square, Gα(x) – homogeneous linear functions. From
family of solutions a such one is selected, that W |P is positive definite.

Example 9.

{
ẋ1 = x1 + x2

ẋ2 = u
J =

∞∫

0

u2dt

uopt = −1
2V2 – optimal control on L+;

ϕ = (x1 + x2)V1 − 1
4(V2)2 – Hamiltonian.

We search for function W = a(x1)2 +b(x2)2 + 1
2(x3)2 +dx1x2 +fx1x3 +

kx2x3, conversing to zero the Hamiltonian and satisfying the equation
Wx3 = 0.
The appropriate relations for coefficients will be the following:
4(2a−f2)−(d−kf)2 = 0, 4(d−fk)−(2b−k2)2 = 0, 4(2a−f2)+4(d−
− fk)− 2(2b− k2)(d− kf) = 0.
At a = 4, b = 4, d = 8, f = 2, k = 2
the function W = 4(x1)2 + 4(x2)2 + 1

2(x3)2 + 8x1x2 + 2x1x3 + 2x2x3,
surface P : Wx3 = x3 + 2x1 + 2x2 = 0,
W |P = 2(x1 + x2)2 ≡ V (x) – Bellman-Lyapunov function.

5.3 Rank conditions on the Lagrangian manifold

For a nondegenerate Bellman-Lyapunov function V (x) there is a
smooth function k(x) (k(x) > 0 for all x from some neighbourhood of
the origin of coordinates Rn), that n−form (dV1 ∧ ...∧ dVn− k(x)dx1 ∧
... ∧ dxn), and also all forms, obtained from it by operations iIdϕ, d,
are contained in a differential ideal, defining L+.

For degenerate function V (x) the first form of a sequence is substi-
tuted by dV1 ∧ ... ∧ dVn.
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Example 10.

{
ẋ1 = −x2

ẋ2 = (x1)2 + sin x1 + u
J =

∞∫

0

((x1)2 +sin x1−x2 +u)2dt

uopt = −1
2V2 − (x1)2 − sinx1 + x2 – optimal control on L+;

ϕ = −x2V1 + x2V2 − 1
4(V2)2 – Hamiltonian;

Idϕ = −x2 ∂
∂x1 +(x2− 1

2V2) ∂
∂x2 −(−V1+V2) ∂

∂V2
– Hamilton vector field.

Let us assume that β2 ≡ dV1 ∧ dV2 ∈ I(L+),
then β1 = iIdϕ(β2) = (V2 − V1)dV1 ∈ I(L+),
i.e. V1 = const = 0 or V1 = V2.

In the first case from the Hamilton-Jacoby equation follows
V1 = 0, V2 = 4x2, in the second – V1 = V2 = 0. The Bellman-
Lyapunov function corresponds to the first case V (x) = 2(x2)2.
uopt = −x2 − (x1)2 − sinx1.

Example 11.

{
ẋ1 = x1 + x2

ẋ2 = (x1)2 + sin x1 + u
J =

∞∫

0

((x1)2 +sin x1 +x2 +u)2dt

uopt = −1
2V2 − (x1)2 − sinx1 − x2 – optimal control on L+;

ϕ = (x1 + x2)V1 − x2V2 − 1
4(V2)2 – Hamiltonian;

Idϕ = (x1+x2) ∂
∂x1 +(−x2− 1

2V2) ∂
∂x2−V1

∂
∂V1

−(V1−V2) ∂
∂V2

– Hamilton
vector field.
Let us assume β2 ≡ dV1 ∧ dV2 ∈ I(L+),
then β1 = iIdϕ(β2) = −V1dV2 + (V1 − V2)dV1 ∈ I(L+).
The form β1 is closed (dβ1 = 0),

∫
(β1) = 1

2((V1)2 − 2V1V2) + const.
Possible variants of system solution
{

ϕ = 0
1
2((V1)2 − 2V1V2) = 0

are the following
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V1 = V2 = 0; V1 = 0, V2 = −4x2;
V1 = 16x1 + 8x2, V2 = 8x1 + 4x2.
The last case describes L+.
The Bellman-Lyapunov function V (x) = 8(x1)2 + 2(x2)2 + 8x1x2.
uopt = −3x2 − 4x1 − (x1)2 − sinx1.

5.4 Exterior differential system

It is possible to make more precise setting of the problem of searching
of the Bellman-Lyapunov function, by giving it in a canonical frame
(for nondegenerate function V = (t1)2 + ... + (tn)2 ).

More completely this information can be taken into account, if we
use the (closed) exterior differential system:





ϕ(xi, Vj) = 0
dϕ(xi, Vj) = 0
dVi ∧ dxi = 0
Vidxi = 2δjkt

jdtk

dx1 ∧ ... ∧ dxn 6= 0
dt1 ∧ ... ∧ dtn 6= 0

(5.1)

As independent variables of the system (5.1) can be selected {xi}n
i=1

or {tj}n
j=1. At selected independent variables {xi}n

i=1 the solution
(V (xi), t1(xi), ..., tn(xi)) has uniquely defined first component at am-
biguous remaining n ones. At independent variables {tj}n

j=1 the
solution (V (tj), x1(tj), ..., xn(tj)) – is ambiguous, however the func-
tion V (x), obtained by elimination, tj is uniquely defined. For
selection of the unique solution of the system (5.1) it is necessary to
impose additional conditions on functions of coordinate transformation
xi = xi(tj) . For example, in some correct set of a neighbourhood of
the origin of coordinates not containing the origin of coordinates and
such that intersection of any ray with the beginning 0 ∈ Rn with each
surface of a positive level V (x) = V > 0 has only one point [such set
with added zero 0 ∈ Rn contains a convex range of function definition
V (x) in a neighbourhood of zero] the function V (x) together with
(t1)2+...+(tn)2 lies on the same orbit (the local one) of group of radial
stretch xi = k(x)xi, where k(x) > 0 is in the correct set. Invariants
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(of order zero) of group of radial stretch are xα

x1 , α = 2, ..., n. Therefore
the equations

xα

x1
=

tα

t1
, α = 2, ..., n (5.1.a)

can be added to the system (5.1) for security of uniqueness of a solution
in the correct set

6 Conclusion

In the work the various methods are represented which both individ-
ually and in a combination, can be useful at solving of the optimal
stabilization problem of movement.

Many from these methods are non-traditional in the field of optimal
control theory and admit further detaling and improvement.

The basic direction of further development of the given area
can be connected with creation of the invariant theory of the pair
“Hamiltonian- Lagrangian manifold” (ϕ,L) and separately with a
theory of potential function V on the basis of invariant differential
calculus.
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