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Abstract

A new aproach to coding and protection of information in
the computer and telecommunication systems is proposed and
discussed. It is based on the mathematical apparatus of the
theory of matroids, which in combination with the randomiza-
tion method gives the possibility to protect large volumes of in-
formation against spoils, having considerably high speed of co-
ding/decoding of information even on the PC platform. The
proposed approach open the way for building of a new class of
codes usable for recovering of large amount of information with
high degree of accuracy.

The proposed approach to information coding and protection con-
sists in using of a number of remarkable properties of matroids [1] as
abstract structures of independency. As elements of matriod can be
used vectors, graphs, geometric objects etc. The interpretation of the
arrays of data in the storage and communication systems as such kind
of objects opens the way to new methods of data coding and protection.

Let to discuss next basic mathematical model used in our approach.
We define some matroid as a set of S elements and the closure state-
ment — ([1]):

where

S=B,UC, (2)

B, — is the distinct basis of matroid,

C: CcCB,, CNB,=0 (3)

(©1994 by V.Borshevich, W.0leinik

113



V.Borshevich, W.Oleinik

The set C is named redundant against to basis B,, which will cor-
responds to information under protection of volume |B,| = n. If we
will take into account, that one element of matroid is interpreted as a
bulk of information of k bytes (for example, as one sector of k = 512
bytes), then the initial information will have the volume of n - k bytes
and the redundancy of r - k bytes, where r = |C]|.

If the information about some subset €5 : ¢, C S, of elements of
matroid was lost or spoiled during transmitting or storaging of data,
then in the possesion of user remains the submatroid

M(Se) = (Sea - )a (4)

where

Se =25\ ¢€s

is the set of remainder elements from initial set S. It is easy to note,
that if the set S. contains even one basis, then the initial matroid
(S, 7 ) and its (which is main) the distinct basis B, can be recovered.

The most important from this point of view are uniform matroids,
which are characterized by the next property: every subset of cardinal
number equal to the cardinal number of basis is basis. This mean that
having losses ¢ of cardinal number

les] < [S|—n (5)

we can recover all initial information. The condition (5) can be pre-
sented in another way:
leel <7, (6)

from where folows, that it is permissible to lose up to r - k bytes and
to recover all initial information of n - k£ bytes.

However the uniformity can not be achieved for any class of mat-
roids. For example it can be shown that in the class of binary matroids,
which presents especialy high practical interest, a free matroid can be
obtained only for the case of » = 1. Therefore, it can be found such
situations in which the conditions (5)—(6) will not guarantee the full
recovering of initial information.
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From the point of view of the games theory [2] such kind of situa-
tion can be considered as a game with the nature having a set of the
strategies Y = {e, : |e5] < r} with the gain function

1, is S\ &5 contines at least one basis

Hes, §) = { 0, otherwise (7)

If is clear that a minimax solution of the clear strategies exists only
for the subset of the nature strategies of the next form Y, = {e; : |e5| <
I < r}, where [ can be unacceptable lower then r, and this mean, that
the solution must be searched in the domain of mixed strategies, in
other words in the probabilistic strategies area.

From the practical point of view this suppose the introduction of
the randomization, or the random reflections like next:

(p:p(p)), peEP (8)

where

p: V-—78, (9)

V is a set of memory blocks (sectors, clusters etc.) containing the
information about the elements of matroid M(S); ¢ — is the reflection
from V into S, which establish the distribution of the information about
elements betweem the memory blocks; ® — is the permisible set of such
reflections, p(¢) — is the probability of selection of ¢ from ®.

In this case if the bulk of bassed blocks of memory ¢,, ¢, C V is
fixed the probability of losses €5 from S is defined by the next value:

Ples = p(ey)} = Z p(p) (10)

pip(ev)=¢s

and the probability of full recovery of information — by the next value:

Q= Y, ples) (11)

esiH(es,5)=1

The dependency @ = Q(S, |ey|) is the main relation, which charac-
terize the quality of data protection.
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An experimental data protection system (data archiver) was elabo-
rated by authors of actual paper based on the methods of the matroid’s
theory and the randomization. The system show high efficiency of pro-
posed approach. For example if the data has n - k equal to about
1 Mbyte and the redudancy r/n = 0.2 it is guaranted full recovery of
the information if lossins not exceeds 0.2 Mbyte with the probability
Q > 0.9995. Using precompression of data do not produces enlarge-
ments of the initial data volume.

The significant particularity of the proposed approach counsist in the
exclusive high speed of coding/decoding processes for the large amount
of information, especialy when binary matroids are used.
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