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The design of database scheme in the third 

normal form [1] through synthesis method as well 
as quality analysis of it [2], requires to infer the 

functional dependencies from a set F  of 

dependencies, which represents one part of 

relational schema, written ),( FRSch , where the 

functional dependencies in F  are defined over the 

set of attributes R . 

Let 


F  be the closure of set F  of 

functional dependencies, which represents all 
functional dependencies that are logically implied 

by F . That is, }||{ YXFYXF   

where  "|"   sign reads “implies logically”. The 

"|"


  sign will be used to declare an inference 

based on a set of rules  . If the rule set is obvious, 

the   designation can be avoided from above the  

"|"   sign. 

Derivation concept of a functional 

dependency YX   from a set F  of 

dependencies, assumes that exists a sequence of 
functional dependencies 

 mm YXYX ,...,11 , so that: 

(I) mm YX   is the YX   dependency and  

(II) Either FYX ii   or either 

iiii YXYXYX 


 |},...,{ 1111 . 

A set of rules   is stated to be sound if 

YXF 


| , then YXF | . And the set of 

rules   is stated to be complete if YXF | , 

then YXF 


| .  

Armstrong [3] proved that the following set 
of rules (called axioms today) for derivation of 

functional dependencies is sound and complete: 

 Reflexivity: if XY  , then YX  . 

 Additivity: if XY  and WZ  , then 

YZXW  . 

 Transitivity: if YX   and ZY  , then 

ZX  . 

As stated in [4] application of Armstrong 

axioms, from an algorithmic point of view, has a 

series of weaknesses. Usually a dependency can 
have more than one derivation sequences. These 

derivations are essentially equivalent, but they 

differ just by the order of the applied rules or by the 
number of times rules are applied. Besides that, 

derivations can contain redundant applications of 

rules. Actually, dependency deduction using these 

set of rules has an exponential complexity. 
In order to eliminate the disadvantages 

stated in [1] a new graph-based derivation model is 

proposed, named derivation tree. Let F  be a set of 
functional dependencies defined over the set R . 

The right sides of the dependencies have only one 

attribute. So the derivation tree based on F  (or just 
derivation tree if the F  comes from the context) is 

constructed according to following rules: 

R1: If RA  is an attribute, then the vertex labeled 

with attribute A  is a derivation tree.  
R2: Let H  be a derivation tree and A  represents a 

suspended vertex and let in F  be a 

dependency ABB m ...1 . Then the tree 

resulted from adding to H  the vertices 

mBB ,...,1 , as successors of the vertex A , is a 

derivation tree. 
R3: The derivation tree based on the set F  of 

dependencies is the tree formed only by 

applying rules R1 and R2. 

The notion of derivation tree is used to 
describe the deduction of functional dependencies. 

A functional dependency, with its derivation 

represented by the derivation tree, is defined by the 
tree’s root (the right side of the dependency) and the 

suspended vertices (the left side of the dependency). 

If X  is the set of suspended vertices, then the tree 
is called a X -tree derivation, and if the root is 

labeled with attribute A , then this X -tree is the 

derivation of the dependency AX  .  

In [4] the next claim is proven: 

The AX   dependency is deduced from 

F  if and only if exists an X -tree derivation with a 

root A  formed based on the set F . 

In [5] the derivation tree definition is a 
generalization for the case when the right side of the 

dependencies does not necessarily represent a single 

attribute. Thus, the tree is defined using the rules 
below: 



90                   An inference model for functional dependencies in database schemas 

 

 

R1: A set of isolated vertices labeled with attributes 

from R  is a DDA-graph (derivation directed 

acyclic graph) 

R2: If H  is a DDA- graph and mbb ,...,1  are 

vertices labeled with the attributes mBB ,...,1 , 

respectively, and the functional dependency 

CZBB m ,...,1  is in F , then the graph 'H  

resulted from H  by adding together the vertex 

c , labeled with the attribute C  and the edges 

),(),...,,( 1 cbcb m , is a DDA-graph. 

R3: The resulted DDA-graph based on the 
dependencies in F  can be obtained only by 

applying rules R1 and R2.  

In conclusion, the problem of functional 
dependencies membership can be solved by the 

enumeration of trees (graphs) and their verification 

(on not being a derivation tree or a DDA-graph for a 

respective dependency [6]). This approach is not an 
acceptable one due to the time consuming factor. 

This is why these structures hold only a theoretical 

nature. Besides of these, they continue to have the 
disadvantage of many derivations for a given 

dependency. 

For the modeling of functional 

dependencies derivation in [7] is presented a 
structure called – maximal derivation (this name is 

taken from [8]). The construction concept is based 

on the algorithm which computes the closure of the 
set of attributes under the set of dependencies, as 

described in [4]. 

Definition 1: Let F  be a set of functional 
dependencies over set R  of attributes and let 

RX  . Maximal derivation of the set of attributes 

X  under the set F  of dependencies is a sequence 

of sets of attributes  nXXX ,...,, 10 , so that: 

(I). XX 0 ; 

(II). ZXX ii 1 , ni 1 , where jjWZ   for 

all dependencies FWV jj   which satisfies 

1 ij XV  and  1 ij XW ;  

(III). Nothing else from R  is a member of iX . 

Before we show that maximal derivation is 
a powerful derivation tool for functional 

dependencies, two of its properties are considered. 

Lemma 1. If YX   and sequences 

 nXXX ,...,, 10 ,  mYYY ,...,, 10  are maximal 

derivations of the sets X  and Y , respectively, 

under F , then for every iX  exists a set jY  such 

that ji YX   and ij  . 

Proof. The approach to prove this lemma is 

using the mathematical induction on i . The base 

case is: for 0i , 00 YX  , because YX  . Let 

the following statement be considered as true for 

ki  : which means that pk YX   and kp  . 

Now using the induction hypothesis assumption the 

statement for 1 ki  will be proven.  

Indeed, at step 1k , ZXX kk 1 , 

where jjWZ   for all dependencies jj WV   

which have their right and left sides satisfying the 

conditions, kj XV   and kj XW  , respectively. 

Based on the induction hypothesis pk YX   takes 

place. So, all the left sides of the dependencies 

jj WV   which are contained in kX  will be 

contained in pY , too. The fact that the set pY  is 

larger, it can contain all the right sides jW  and then 

pk YX 1 . If not, then in maximal derivation of 

the set Y  under F  the next 1p  step is executed 

and as a result the 1pY  is obtained that will contain 

1kX . 

This property tells us that if the set of 

attributes is larger, then the terms of maximal 
derivation converge faster and they are closer to the 

beginning of the maximal derivation.  

Lemma 2. If  nXXX ,...,, 10  is the 

maximal derivation of the set X  under the set F  

of functional dependencies, then  FXX i , 

ni 0 . 

Proof. The approach to prove this lemma is 
by using the mathematical induction on the number 

of applications of the rule (II), from the maximal 

derivation definition. 

Consider that for the calculus of maximal 
derivation, the rule (II) was not applied. Then the 

maximal derivation consists only from one element 

0X  where XX 0 . From the reflexivity rule, 

DF1,  FXX 0  takes place. 

Let on the 1i -th application of the rule 

(II), 
  FXX i 1  takes place. Next, the 

affirmation for the step i  will be proven. Without 

constraining the generality, let consider that on the 

step i  exists only one dependency WV  , which 

satisfies  1 iXV  and 1 iXW . Based on the 

reflexivity rule: 
  FVX i 1 . But from 


  FVX i 1  and 

 FWV , applying the 

transitivity rule 
  FWX i 1  is obtained. From 

additivity rule, if the set iX  is added to the left and 

right side of the dependency 
  FWX i 1 , the 
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
  FWXX ii 11  results. But ii XWX 1 , 

which means that 
  FXX ii 1 . That is, from 


  FXX i 1  (induction hypothesis) and 


  FXX ii 1  the  FXX i  holds. 

The property represented by this lemma 

states that each term of maximal derivation is 

functionally determined by the set of attributes on 
which this derivation is built.  

Based on these two properties the next 

theorem will be proven: 

Theorem 1. Let  nXXX ,...,, 10  be the 

maximal derivation of the set X  under the set F  

of functional dependencies. Then  FYX  if 

and only if nXY  .  

Proof (Necessity). Will be proven that if 
 FYX , then exists a iX  in the maximal 

derivation  nXXX ,...,, 10  so that iXY  . The 

fact that iXY   means that nXY   is also true. 

For the proof of this theorem the induction approach 

will be used on the number of utilized dependencies 

(derivation length) in the derivation of the 

dependency YX   under F . The used 

dependency for the derivation is either in F , or it 
can be deduced from the reflexivity rule, or from 

the additivity rule, applied on the previous 

dependency, or by the means of the transitivity rule, 
applied on two previous dependencies. The last 

dependency of the derivation must be YX  . 

Let the derivation of the dependency 

YX   has length 1, which means that it consists 

from the YX   itself. There are two possible 

cases: either YX   is deduced from the 

reflexivity rule, or FYX  . In the first case, 

XY   therefore 0XY  . In the second case, the 

YX   dependency will take part at the formation 

of the second element of the maximal derivation for 

the set X  under F . As a result 1XY   takes 

place. 
Now lets suppose that the affirmation is true 

for a derivation with a length less than k  and we 

have to prove that the affirmation is also true for a 

derivation with a length equal to k . The inference 

rules that can be applied at this step are considered 

consecutively. 

If for the deduction of the dependency 

YX   is applied the reflexivity rule or 

FYX  , then Y  behaves as for the derivations 

with length 1 , therefore Y  will be contained in 0X  

and 1X  respectively. 

But if YX   results from the addition 

rule applied on a previous dependency WV  , 

then exists S  and T , where ST   and XVS   

and YWT  . Such that WV   has a derivation 

with a length less than k , then based on the 

induction hypothesis, there exists a set jV  in the 

maximal derivation, where jVW  . Due to the fact 

that XV  , then from Lemma 1 results that in the 

maximal derivation of X  under F  there is a set 

iX , where iXW  . From the fact that 

XST   results that 0XT   and iXT  . 

Now the last case is considered - the 

situation when the dependency YX   is obtained 

by applying the transitivity rule on the two previous 

dependencies ZX   and YZ  , and both of 

these dependencies have a derivation with a length 

less than k . 

Applying the induction hypothesis, for 

ZX   and YZ   we have jXZ   and 

pZY   respectively. But pZ  is a term of the 

maximal derivation of the set Z  under F . Because 

jXZ  , from Lemma 1 results that mjp XZ  , 

where mjX   is the 1m -th term of the maximal 

derivation of the set jX  under F , marked as 

  pjmjjj XXXX ,...,,...,, 10 . It’s obvious that 

the maximal derivation of the set jX  is just a 

subsequence of the last 1 jn  elements of the 

maximal derivation of the set X  under F . So, 

iXY  , where mji  .  

Proof (Sufficiency). Let  nXXX ,...,, 10  

be the maximal derivation of the set X  under F . 

From Lemma 2 results that  FXX n . As 

nXY  , then by applying the reflexivity rule we 

have that  FYX n . According to the 

transitivity rule applied on  FXX n  and 

 FYX n  the 
 FYX  is obtained. The 

theorem is proved. 
This theorem actually proves that applying 

the maximal derivation for the deduction of 

functional dependencies from a given set of 

dependencies is equivalent to applying Armstrong's 
axioms for the dependencies deduction process, 

because this theorem's proof is based only on the 

inference of these rules. But unlike other derivation 
instruments, the deduction using maximal 

derivation is unique, i.e. there are no two different 

maximal derivations for the deduction of a 
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functional dependency from a given set of 

dependencies. 

Due to the fact that Armstrong rules are 
sound and complete, the maximal derivation has the 

same properties. 

In addition, the derivation process is not 
nondeterministic like in the case for the deduction 

using the inference rules but it's a deterministic one. 

The deduction algorithm complexity has a linear 

nature, ||)(|| FO . Where |||| F  is the number of 

attributes involved in F , when duplicates are also 

considered. 

Definition 1. Let  FYX  and 

 nXXX ,...,, 10  be the maximal derivation of 

the set X  under F . Let iX  be the first element 

which contains the set Y . Then the subsequence 

 iXXX ,...,, 10  is considered to be the 

derivation (not necessarily the maximal one) of the 

functional dependency YX   under F . 

From Theorem 1 and Definition 1 follows 

Corollary 1.  FYX  then and only 

then when the derivation of YX   under F  

exists. 

Corollary 2. If  FYX  and the 

dependency FWV   is used for computing the 

derivation of the YX   under F , then 
 FVX . 

The correctness of this statement logically 

follows from the Lemma 2 and the reflexivity and 

transitivity rules. 
Conclusions: The maximal derivation is 

proposed - an inference model free of the 

disadvantages mentioned at the beginning of this 
article. Two properties of this structure are proved.  

The existence of a single derivation for a 

given dependency will be useful for proving of 

different assumptions about covers of functional 
dependencies.  
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