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Abstract — In this work, we have presented the sentiment anadys of messages posted on medical forums. We
stated the sentiment analysis as a multi-class ctfication problem in which posts were classifiednito
encouragement, gratitude, confusion, facts, facts + encouragement and uncertain categories. We applied the
reader-centered manual annotation and achieved arsing agreement between the annotatord=leiss Kappa =
0.73.

We presented an ad-hoc method of the lexicon creati which is comparatively easy to implement. We
have shown that the lexicon, which we caliealthAffect, provided the best accuracy in machine learning
experiments. . We used two algorithms, NB and KNNp solve a multi-class sentiment classification ptdem.
The probability-based NB demonstrated a better pedrmance than KNN. .

Index Terms— Computational linguistics, Natural Language Procssing, sentiment analysis, social media
analysis, Machine Learning.

and from the other “Matching social conversatiorthwi
I. INTRODUCTION other data can allow you to make data-driven decg?’

The ‘social web’' that has evolved through the fasbhe mentioned that 42% of companies have sociahlisy
development of ICT technologies and improved actess as a top priority in 2013. Not only commercial camigs
the internet has in turn created an unprecedenigithld are waking up to the use of novel technologiesster to
resource of facts, opinions and views that hasrpiaieto ~ the ‘wisdom of the patient’. Health-care of theuit will
influence considerably the development of policesd P& based on community, collaboration, self-carings
practice in health, patient engagement, economfdeation and”co-productlon using technologies dedig via
efficiencies and co-creation in patient care. IQT also be the Web [6].
indispensable in contributing to key societal avadles and

processes such as citizen behaviour and public
governanck Il. STATEOFTHEART

Sentiment analysis offers a solution for responding The large field of research called Sentiment Arialya
the challenge of how online data can be exploitedhéalth  Opinion Mining includes in fact several related kims
sector and societal gain. Methods such as TextMatimg  Researches in this field included opinion and it
(TDM) and Natural Language Processing (NLP) havelassification [7], mood summarization [8], subjeity
already demonstrated their value in intensivelyly##ag analysis [9], emotion and affect detection [10].eiFh

sentiments and opinions in consumer-written produglutions highly depend on analysed texts, finapscand
reviews [1], financial blogs and political discumss [2]. available resources.

Text analysis of user-written online messages hesnb
stipulated by both the demand for such studies ttwone
hand and an easy access to the online data frorathies
[3,4]. Extraction and analysis of sentiments, opisi
attitudes, emotions, perceptions and intentiormés of the
most requested types of text analysis, accordin&eth
Grimes Text Analytics Report 2014

Although researchers studied sentiments and ogsnion
user-written Web texts of various types, there faw

studies of the relationship between a subjectiveguage .
and personal health information posted on socié‘?be”ed by their authors as, for example, custsmer

networking sites [5]. Amelia Burke-Garcia in her'€views marked with zero to five stars, or simpilgumbs
presentation at Sentiment Analysis Symposium in3201UP — thumbs down”. _ _
underlined that from the one hand “Family and docia However this annotation presents only two opposite

networks' role in personal health decisiong@ramourit classes of sentiments: posmve_and negative. Hewﬁve
spectrum of human sentiments is much more diverse.

The second lexical resource necessary for sentiment
analysis is sentiment lexicon. Lists with positiaand

Most of the investigated task used only two classes
positive and negative [11]. Only some researchesated
with several so called “basic” emotions or withger sets

of sentiments. Several works operated with a ldiggeof
affects producing graphical representation of dbera
affective text characteristics [12].

One of the basic resources in this domain of stisdy

corpus with affective annotation [13]. The simplesty to
obtain sentiment information about texts was tal fiext

! http://ec.europa.eu/programmes/horizon2020
2 http://altaplana.com/grimes.html 3 http://vimeo.com/67882832
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negative emotion bearing words were collected byiyma 7498, 2823, 1131 and 222 posts respectively; we
researchefs and research groups Some lists contained discharged the shortest topics as well.
opinionated words and opinion phrases and idioms. Among the remaining 506 topics, we looked for those
Several sentiments were considered in DepecheMowdhere the forum participants discussed only onenthe A
lexicon [14]; WordNet-Affect lexicon representedpreliminary analysis showed that discussions wtt20
sentiments from Princeton WordNet. It is obvioustth posts satisfied this condition. Also, we wantedcdssions
affect-bearing words are not enough to detect semtis be long enough to form a meaningful discourse. This
and opinions. A word can be neutral, bear positive condition was satisfied when discussion had 10
negative connotation given its context. Emotion dBn messages. As a result, for further analysis, wectsd 74
presented in text without any emotional word. lis ttase topics with 10 - 20 posts, with an average 12.5sagss
manual annotation of such texts is necessary. Thero per topic. Most of the topics had a similar stowet

possible solution is to connect a sentiment lexiegth a a) a participant started the theme with a post;
lexico-semantic resource which represents pragntialis b) the initial post usually contained some inforimat
between sentiments, senses and lexical constrsctieor about the participant’s problem, expressed worry,
example, phrase “not enough money” means that soper concern, uncertainty and a request for help to the
cannot buy something (s)he wants and is associatid other forum participants;

negative sentiment. However, attempt to collect all C) the following posts: . . .
information in one semantic source bring the otigpe of i) provided the requested information by describing

their similar stories, knowledge about treatment

procedures, drugs, doctors and clinics, or

ii) supplied moral support through compassion,

encouragement, wishing all the best, good luck, etc
d) the participant who started the topic often Keah

other contributors and expressed appreciation for

their help and support.

problems: the bigger semantic network is, the more
difficult is to process it and obtain knowledge essary in
each particular case.

Dependent on these two main lexical resources rdstho
used in this domain are classified on (1) lexicasédd and
(2) based on machine-learning techniques [15]. Qisly,
two these methods were combined in many studiek [16
The full overview of tasks, methods and approacises IV. ANNOTATION
given in the Bing Liu book [18]. ) )

The biggest advantage of machine learning metheds i We asked annotators to Iabel the post W'th the d.am'
their independence of any lexical resource excépéxis sentiment, Posts that combined factual '”forma“!"!‘“’
that are analysed. The biggest disadvantage hasathne SZ?;E??,LSS usE:Irl%eexs\:zssig egg?eudragg]rger};g;‘;g?g ec
source: they rely only on texts that are analy3éuls, for P P ! 99

) . +encouragementfor that category
each new task and topic they need domain adapigifion We wanted to know what types of sentiments were

dominant in these forums and how these sentiments
Il DATA influence each other.
Our current research focuses on sentiment idestiidio We intended to build a set of sentiments that
in messages posted on IVF forums. Such forums gelon 1. contains sentiment categories specific for posisfr
an infertility outreach resource community createy medical forums, and
prospective, existing and past IVF (In Vitro Fézstion) 2. makes feasible the use of .machine learning methods
patients. The IVF.ca website includes forums: Cycle forautomate sentient detection.
Friends, Expert Panel, Trying to Conceive, Socgliin 10 identify such a set, we asked annotators to seadral
Our Hearts, Pregnancy, Parenting, and Adminismdtio topic discussions and describe sentiments exprdsséue

Every forum hosts a few sub-forums, e.g. the Cixiends Iﬁrumdparticipants and the sentiment propagatiothiwi
forum has six sub-forums: Introductions, IVF/FETVIU eS¢ GISCUSSIONS. .

. " We asked annotators not to mark descriptions ofpsyms
Cycle Buddies, IVF Ages 35+, Waiting Lounge, Doior . SR :
S Buddi d Adoption Buddies. O and diseases as subjective; in many cases thewpmipphe
f urrogacy buddies, an dopl;lonh uf 1es. Ln e_v(_aty N post as objective information for other forum papants
orum, topics are initiated Dy the forum particif®n . have encountered similar issues. In such aadgshe
Depending on the interest among participants, ®réifit 5 ihors sentiments toward other participant shoodd
number of messages is associated with each topic.

, , taken intoconsideration.
We wanted the forum to represent many discuss@m$,  The data annotation was carried on by Applied
so forums were selected to ensure a high numbtapids

£ Informatics students as their practical work foe tourse
and large number of posts. The IVF Ages 35+ SUDFDr  «gemantic  Interpretation of Text'. Each annotator
satisfied both requirements.

- . independently annotated a set of topics.
In July 2012, it had 510 topics and 16388 messa§es. gased on the annotations, we built three groups of

this point, we discharged the largest four topiestaining  gentiments:

1. confusion which included worry, concern, doubt,
impatience, uncertainty, sadness, angriness,
embarrassment, hopelessness, dissatisfaction,
and dislike;

4 http:/iwww.cse.unt.edu/~rada/downloads.html#msa
® http://www.cs.uic.edu/~liub/FBS/sentiment-analysisil
® http://www.affective-sciences.org/researchmaterial

" http://mpga.cs.pitt.edu/

8www.ivf.ca/forums

? http:/fivf.ca/forums/forum/166-ivf-ages-35/
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2. encouragement which included cheering, First, we created a list of all words, bigrams amgrams
support, hope, happiness, enthusiasmaf words with frequency> 5 from the unambiguously
excitement, optimism; annotated posts (i.e., we omitted posts marked as

3. gratitude, which included thankfulness. uncertain). This was a list of candidates (giarase} to be

A special case was presented by expressions iotluded in ouHealthAffect lexicon.
compassion sorrow, and pity which did not appear Next, for each class, we calculated Pphifase clasg
individually but appeared in conjunction withas
encouragement; we treated them as a part of PMI(phrase clas9 = log( p(phrasein clasg/(
encouragement. p(phras§ p(clasy)).

Also, we identified two types of posts with factualFinally, we calculated Semantic Orientation (SQ) dach
information: facts andfacts + encouragemenPosts were phrase and for each class as
marked adactsif they delivered factual information only. SO(phrase, clags= PMI(phrase clas9
Posts were marked dacts + encouragementhen they - X PMI(phraseg other classe¥
contained factual information supplemented by short where other classesare all the classes except for the
emotional expressions; those expressions almosayalw class that Semantic Orientation is calculated for.
conveyed encouragementh(@pe, this helgs “I wish you After all the possible SOs were computed, each

all the best, “good luck). HealthAffect candidate was assigned with the class that
As a result, our annotation schema was implemeased corresponded to its maximum SO. Consequently, each
follows: candidatewas considered an indicator of the class that

(a) annotation was performed on a level of indialdu provided it with the maximum SO. It should be notkdt
posts; annotators were asked to select the mosindain each class got different numbers of indicative adatds.
sentiment in the whole post; descriptions of sym@@mr From 459 trigrams with frequency 5, 46 had their
diseases were omitted from the sentiment annotation maximum SO forencouragemen#0 - forgratitude 139 -

(b) every post was marked with only one labelthid for confusion 95 - for facts and 139 forfacts +
stage we did not aim to identify interrelations viletn encouragement
sentiments; this task is delegated to the nextestdgour For each class, we sorted all potential N-grams in
study; decreasing order of SO and selected the equal nuaibe

(d) finally, every post was labeled by two annatato N-grams to represent each class in the lexicon.nUimeber

We evaluated agreement between the annotators dfyN-grams was determined as % of the mininpenclass
using Fleiss Kappa [18], a measure that evaluatesmber of N-grams; for example, we used only 20(2%

agreement for a multi-class manual labeling. top trigram indicators for each class. Similarlye selected
Fleiss Kappa= (P - Pclass)/(1-Pclass) 50 bigrams and 25 unigrams and added them to Xieole
where P is an average agreement per a post arssRPela
an average agreement per a class. For a fivejofabtem, VI. MACHINE LEARNING EXPERIMENTS

the annotators achieved a high agreement: Fleigp&a We
0.73 which indicates a strong agreement.

Preparing our data for the machine learning expamnish
we assigned the five category labels only to ptiets both
annotators labeled with the same label, e.g.,pbst was
labeledencouragemenby two annotators it was put into
the encouragementategory. We introduced a new class
disagreementfor the posts labeled with two different
labels. The final number of posts per class was:

Encouragement 206, Gratitude —88, Confusion —48,
Facts —187, Facts + Encouragement?3, andUncertain—

used personal pronouns, short words, the
WordNetAffect terms and the HealthAffect lexiconfour
data representations:
« all semantic features (AllSem),

WordNetAffect and pronouns features (WNAP),

WordNetAffect features (WNA).

HealthAffect lexicon (HAL)
We used Naive Bayes (NB) and K-nearest neighboMNKN
to classify the messages into 6 classes.

We assessed the learning methods by computing-multi

150; total — 752 posts classPrecision (Pr), Recall (R), F-score (BndAccuracy
’ ' Under the Curve (AUC).
V. HEALTHAEFECT We used 10-fold cross-validation to select the best

10 classifier. Labeling all examples as the majorigss gave
To the best of our knowledg@jordNet-Affect ™ is the only  the paseline for the performance evaluati®r: 0.075,R

affective lexicon with a highly detailed hierarchyf = 0274 F = 0.118,AUC = 0.491. Table 1 and Table 2
sentiments [10]. However, comparison of the poskport the empirical results.

vocabulary withwordNet-Affect words revealed that very

few words appeared in both given post's texts amel t TABLE 1: NB RESULTSIN 6-CLASSCLASSIFICATION.
lexicon. NB results
As those matching result were unsatisfactory, veated Features Pr R F AUC
a specific lexicon which we nametkalthAffect. To build AllSem 0.408 0.427 0.397 0.68p
HealthAffect, we adapted the Pointwise Mutual Information WNAP 0.324 0.395 0.333 0.66(L
(PMI) of wordl andword?2 [19]: WNA 0.322 0.350 0.309 0.606
PMI(wordl, word2) = log(p(wordl & word2)/( HAL 0.527 0.541 0.51§ 0.799

p(wordl) piword2)))

0 http://wndomains.fbk.eu/wnaffect.html
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TABLE 2: KNN RESULTSIN 6-CLASSCLASSIFICATION.

[4]

KNN results
Features Pr R F AUC
AllSem 0.330 0.342 0.31( 0.598
WNAP 0.287 0.319 0.284 0.591L 5]
WNA 0.279 0.322 0.275 0.571L
HAL 0.377 0.376 0.34( 0.619

Empirical evidence shows that while solving the tmul [6]
class classification problem, we significantly iroped
over the baseline (P < 0.01, paired t-test@althAffect
provided a more accurate classification of sentisieand

NB outperformed KNN on all the data representationii7
However, for NB, the difference between the best e ]
worst F-score was as high as 60%, whereas for KMNN t
difference was < 10%.

VIl. CONCLUSION 8]

In this work, we have presented the sentiment aislyf
messages posted on medical forums. We stated the
sentiment analysis as a multi-class classificgiaiblem in [9]
which posts were classified inemcouragement, gratitude,
confusion, facts, facts + encouragemeartd uncertain
categories. We applied the reader-centered manual
annotation and achieved a strong agreement betieen
annotatorsFleiss Kappa= 0.73.

Sentiment analysis of online medical discussiofife i
considerably from the traditional studies of seetits in
consumer-written product reviews, financial blogsda
political discussions opinion detection. While inamy
cases positive and negative sentiment categories ar
enough, such dichotomies are not sufficient for icad
forums. The same can be said about the existintsemt
and affective lexicons: their general terms anelsbo not
adequately serve for the analysis of medical poEtsLs,
new lexical resources sensitive to this specifiendm
should be created. We presented an ad-hoc methduk of
lexicon creation which is comparatively easy to liempent.
We have shown that the lexicon, which we call
HealthAffect, provided the best accuracy in machine

[10]Carlo Strapparava, Rada Mihalcea: Learning

Chmiel, A., J. Sienkiewicz, M. Thelwall, G. Paltog|

K. Buckley, A. Kappas, J. Holyst Collective Emotson
Online and Their Influence on Community LiRtoS
one, 2011.

Smith, C. Consumer language, patient language, and
thesauri: A review of the literaturelournal of the
Medical Library Association99(2), 2011.

Erik Cambria, Tim Benson, Chris Eckl, Amir Hussain.
Sentic PROMs: Application of sentic computing te th
development of a novel unified framework for
measuring health-care quality. Expert Systems with
Applications 39, 2012.

Bhuiyan, Touhid and Xu, Yue and Josang, Audun.
State-of-the-Art Review on Opinion Mining from
Online Customers’ Feedback. 9th Asia-Pacific
Complex Systems Conference, 2009.

Thelwall, M., & Buckley, K. Topic-based sentiment
analysis for the Social Web: The role of mood and
issue-related words. Journal of the American Sgciet
for Information Science and Technology, 64(8), 2013

Theresa  Wilson, Paul Hoffmann, Swapna
Somasundaran, Jason Kessler, Janyce Wiebe, Yejin
Choi, Claire Cardie, Ellen Riloff, Siddharth

Patwardhan: OpinionFinder: A System for Subjedtivit
Analysis. HLT/EMNLP 2005.

to
identify emotions in text. SAC 2008.

[11]Peter D. Turney. Thumbs up or thumbs down?:

semantic orientation applied to unsupervised
classification of reviews. ACL '02 Proceedings loé t

40th  Annual Meeting on  Association for
Computational Linguistics, 2002.

[12]P. Subasic, A. Huettner. Affect analysis of texings

fuzzy semantic typing. IEEE Transactions on Fuzzy
Systems, 2001.

[13]Banea, C., R. Mihalcea, and J. Wiebe. Multilingual

sentiment and subjectivity analysis. Book chapter i
Multilingual Natural Language Applications: From
Theory to Practice. Editors D. M. Bikel and I. Zitw.
Prentice-Hall. 2012.

learning experiments. However, as many other Iéxic§4]Staiano, J.,.and Guerini, M. 2014. DepecheMood: a

resources, the lexicon requires manual review diedifg.

We used two algorithms, NB and KNN, to solve a mult
class sentiment classification problem. The prdigbi
based NB demonstrated a better performance than.KNN
The best F-score was achieved when posts were
represented throughealthAffect.

[15]Boiy, Erik; Moens,

Lexicon for Emotion Analysis from Crowd-Annotated
News. Proceedings of ACL-2014.

Marie-Francine. A machine
learning approach to sentiment analysis in multlaig
Web texts, Information Retrieval, volume 12, is&ye
20009.

[16]Alexander Osherenko. Opinion Mining and Lexical

REFERENCES

[1] Federica Bisio, Paolo Gastaldo, Chiara Peretti,
Rodolfo Zunino, Erik Cambria: Data intensive review
mining for  sentiment classification  across
heterogeneous domains. ASONAM 2013.

Kim, S.-M., E. Hovy. Crystal: Analyzing predictive
opinions on the web. EMNLP-CoNLL, 2007.

Dodds, P., K. Harris, I. Kloumann, C. Bliss, C.
Danforth. Temporal Patterns of Happiness an
Information in a Global Social Network:
Hedonometrics and Twitter. PLoS ONE, 6, 26752,
2011.

(2]
(3]

216

Affect Sensing. Computer-aided analysis of opinions
and emotions in texts. Sudwestdeutscher Verlag fir
Hochschulschriften. 2011.

[17]1Bing Liu. Sentiment Analysis and Opinion Mining.

Morgan & Claypool, 2012.

[18]Nichols, T., P. Wisner, G. Cripe, and L. Gulabchand

2010. Putting the Kappa Statistic to Us@ual Assur
Journal, 13, p.p. 57-61, 2010.

ELQ]Turney, P.D. Thumbs up or thumbs down? Semantic

orientation applied to unsupervised classificatimin
reviews. Proceedings of ACL'02, 2002.



