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Approximation procedures for data acquisition
in testing systems

N. Secrieru

Abstract

This paper deals with the results of spline approximation
functions applied to periodical experimental data and its com-
parison with polynomial approximation functions. The experi-
mental data processing methods based on spline functions ensure
better quality of approximation, but the algorithms are very com-
plicated. An algorithm that allows to exclude this disadvantage
is presented in the paper. The main idea of the proposed al-
gorithm is the calculation of spline function derivatives reduced
to the algebraic linear equation system, which allows successful
application in the testing and diagnosis systems.

1 Introduction

Testing and diagnosis of automobile systems, including the electrical
and electronic equipment, is carried out through a large number of mea-
surements of parameters with posterior processing. The measurements
of automobile systems parameters are performed in extreme conditions
of electro-magnetic disturbance. These lead to appearance of high level
of chaotic noise in the acquisition data in testing systems. Application
of schematic design methods can only reduce, but not exclude these
random errors of data, therefore, it is necessary to process prelimi-
nary the acquired data as regards to filtration of the noise and their
approximation. This preliminary processing of the acquired data, ob-
tained at the testing of complex technical objects, in particular case,
the automobile, must be done through approximation, interpolation,
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differentiation, and integration of the functions that reflect the experi-
mental data. To solve this problem classical mathematical methods are
used. These methods cannot obtain satisfactory results at the inter-
dependent processing of the complex technical object parameters. For
instance, derivatives of digital differentiation, obtained with classical
mathematical methods on the experimental data that contain random
errors differs very much from actual derivatives [3, 4, 5].

Lately it is observed an intensive application of a new branch of
a modern mathematics — spline function theory, that permits to solve
more effectively the problems of experimental data processing, acquired
from technical objects with complex internal structure [2, 6, 7]. The
analysis of results of experimental data processing methods [6, 7, 10]
and its comparison with specific of the problems permits to select two
experimental data approximation modalities: a polynomial approxi-
mation function and cubic spline approximation periodical function,
because practically most of parameter’s measurement processes are on
the short interval of time. For instance, signals of the camshaft and
crankshaft position sensors, signals of primary and secondary ignition
circuit’s voltage; signals of generator voltage and another signals are
periodical processes. As criteria for selecting of these approximation
modalities, adaptive elimination of noise and random errors and time
performance is used, taking into consideration real time applications.

This paper deals with results of spline approximation periodical
functions applied to experimental data and its comparison with poly-
nomial approximation functions.

2  Algorithm 1: Experimental data processing
with a polynomial approximation function

The main idea of this algorithm is value approximation of current point,
taking into consideration the values of neighboring points with their
inherent weight coefficients. Additionally, this algorithm has two im-
portant features:

a) experimental data are measured with strictly synchronizing signal
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of other process, for instance, crankshaft position;

b) degree of approximation can be selected to obtain a compromise
solution between quality of approximation and calculation time.

Mathematical model of the algorithm:

a) The acquired data are presented in the following way:
R={S;,<Y; >}, i=1...n,j=1...m, (1)

where S; — is the signal synchronized with the engine cylinders;

< Yj; > — the values of acquired data of the measured signal at
the each rotation of the crankshaft;

n, m— respectively the number of acquired data at the one crank-
shaft rotation and the number of engine cylinders.

b) The approximation function has the follow view:

o — F-D Vit NEi(k—(G4+D) Y g
;= +
(k+1)

Y=+ 1) - Y1)
(k+1)

where k - the number of values, including the current value, on
base which the approximation is performed.

(2)

Step 1. Data acquisition is performed:
R={S;,<Y;>}, i=1...n,j=1...k.
Step 2. Set k=3 or 5,7,9....

Step 3. Set ¢+ =k — 1.

Step 4. Calculate the value of antecedent neighboring points with
their inherent weight coefficients:

Se=(k—-0G+1))- Yif(kf(j—l—l))u for =1 to k—2.
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Step 5. Calculate the value of succedent neighboring points with their
inherent weight coefficients:

SS = (k — (] + 1)) . Yi-l—(k—(j-i-l))? fOI' _] = ]. to k — 2

Step 6. Calculate the value of current point

((k‘—].)y;'i'sa'i‘ss

®i = ESY

Step 7. Seti =i+ 1. Ifi <n—(k—1), go to Step 4. Otherwise stop.

The experimental data approximation values are ®; = F(Y;).

3 Algorithm 2: Experimental data processing
with a spline approximation function

Application of a spline function theory allows more effective solution
of the problems of experimental data processing, acquisitioned from
technical objects with complex internal structure [2, 6, 7]. The ex-
perimental data processing methods based on spline functions ensure
better quality of approximation [2, 6, 7, 10], but the algorithms are
very complicated. In this paper the algorithm is proposed that allows
excluding the imperfection of above-named algorithms. The important
features of the proposed algorithm are the following:

a) experimental data must be measured with strictly synchronizing
signal of other process, for correctness segmentation of these data;

b) calculation of spline function derivatives is reduced to the solution
of algebraic linear equation system;

c) degree of approximation can be selected to obtain a compromise
between quality of approximation and calculation time.

Mathematical model of the algorithm:
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a)

b)

the acquired data are presented in the following way:
RZ{Sj,<Xi,Y;j>}, 1=1...n,5=1...m, (3)

where S; — is the signal synchronized with the engine cylinders;

< X;,Y;; > — the values of acquired data and its coordinates of
the measured signal at the each rotation of the crankshaft;

n, m — respectively the number of acquired data at the one crank-
shaft rotation and the number of engine cylinders.

the approximation cubic spline function has the following view:

(zj — ) (z —zj-1)°
N = K. K.
(p($]) Jj—1 Ghj + J Ghj +
(zj—z), Kj1hj
+ h] (yj*]. 6 )+

(@—z;1),  Kjhj

); (4)
where K; = ¢ (2;);hj =2 —xj_1;5 =2... N.

Definition 1 The cubic spline function is named a function y =
(), that is twice differentiated on the interval hy = xj — xj_1,
and that coincided with cubic polynomial and satisfied interpola-
tion condition p(xj) =y;, for j=1...N.

Note 1 It is decided to use cubic spline functions, because these
functions allow to obtain the best quality of approzimation [7, 10].

calculation of cubic spline functions usually is performed by
minimization of the following functional [7, 10]:

\I/(Kl,KQ,... KN,Zl,ZQ,...,ZN,)\)Z

N .

2/ [Kjl )+K(}17x71)]2dx+___
Tj—1 .7 J
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(z; — x)° -1)°
MY IK - K,
MK 6h; 9 6hy

(z; —x) K; 1h?
+;%f4%4——i€iyh“ (5)
J

(z — 'ijl)( L th;
h, TG

S+ — ;) — CNo*},
where C' > 0(C = 2 + 3) — parameter that characterizes the level
of authenticity.

Global minimum of this function can be obtained by diverse op-
timization methods (for instance, by gradient method), that re-
quire long run time. Despite the high accuracy of these methods,
they cannot be applicable for testing of complex technical ob-
jects, that require about 10 <+ 16 thousands of experimental data
measurements in real time. To find the solution of this problem
it is proposed to minimize the following function:

b " N
V@) = [ ¢ @ o+ Y p ele) il (6)
a j=1

where ¢(z;) — spline function’s value in the coordinate x;;
pj — weight coefficients.

It is also proposed to reduce the calculation of spline function
derivatives K; to the solution of the following algebraic linear
equation system:

d1 = ClKl + b1K2 + a3K3

dz = b1 + CQKQ + bgKg + a2K4

di = aKio+bi1Ki-1+¢Ki+bKit1+a;Kiyo, (7)

i=3,...,N
dy—1 = an_3KNn_3+by_oKN_o2+cn1Ky_1+by_1KNn_
dy = an—2Kny_o+by_1Kn_1+cnKN.
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The coefficients of the above algebraic linear equation system are
determined as follows:

o - P

' hitihite’
e el [ (reee) R CorR e ey L1

bi = - —+  + +— | i

! 6 hiv1 L\h; = hip1 b hiv1 ~ hpgo Pis1[8)
h,-+h,-+1+1 +<1+ 1)2 L]

¢ = Tl 2 2 T

) 3 h?pz 1 hz hi+1 Di hz2+1p’t+1a

di = (y"“_y"—y"_y"‘1>f0rz‘=2,...,N. (9)

hita hi

d) After calculation of derivatives K; the values of spline function
are determined:

where coefficients Dy, ..., Dy and D; will be calculated using the
following relations for 1 =2,... . N —1:
K> — K, Ky — Ky
Dy, = —— Dy=—""—-—""—";
1 h2 y LN hN 3
Ki1—K K —K;
D, = — _ . 11
‘ hit1 hi (1)

Step 1. Data acquisition is performed:
R={S;,<X;,)Yij >}i=1,...n,j=1,....k.
Step 2. First subset of data is selected
Ry ={5,< X;,Yn >}i=1,...,n.

Step 3. Set p; = 0.005 or 0.001...0.5 for i =1 to n.

Step 4. Set h1 = T9 — $1;h2 = T3 — I2.
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Step 5. Calculate coefficient a1 of the algebraic linear equation sys-

tem:
D2

T hyhy

ay

Step 6. Calculate coefficient by of the algebraic linear equation system:

k1,1 1. 11

b= = -l e+ (o

Step 7. Calculate coefficient ¢; of the algebraic linear equation sys-

tem:
hthe )t
= 3 h%pl b hy b1 h%pQ-

C1

Step 8. Calculate coefficient d; of the algebraic linear equation sys-
tem:

Y2 — Y1 Y1
dy = — ).
1= hs hl)

Step 9. Calculate hN_1 =ITN —TN-1; hN_Q =ITN-1— TN-2-

Step 10. Calculate coefficient ay of the algebraic linear equation sys-

tem:
DN

ay = ———————.
hn_o2-hn_1

Step 11. Calculate coefficient by of the algebraic linear equation sys-
tem:

hn—2 1 1 1 1 1

by = - + +
N 6 hN—2[(hN—2 hN—l)pl (

hn—2  hn_1 Jp2):

Step 12. Calculate coefficient ¢y of the algebraic linear equation sys-
tem:

1
)2101 + ——po2.

_ hy_o+hy_1 1 1
= 2
N—-1

+ 1+ (
5 TR

+

CN
hn—o  hn-_1
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Step 13. Calculate coefficient dy of the algebraic linear equation sys-
tem:
YN YN —YN-1
dy = — .
hn-1 hn—2 )

Step 14. Set i = 2.
Step 15. Calculate h; 1 = x40 — zir1; h = x4401 — 5.

Step 16. Calculate coefficient a; of the algebraic linear equation sys-

tem:
Piv1

a4 = ——.
hiy1 - hito

Step 17. Calculate coefficient b; of the algebraic linear equation sys-
tem:
hisi 1 1 1 1

bi=T—m[(—+—)Pi+(

1
+——)pipl.
hi ~ hix1 hit1 hh+2)pz+1]

Step 18. Calculate coefficient ¢; of the algebraic linear equation sys-

tem:
_hithig 1 1 1 1
Cp = 3 + hlzpz—l + (hz + hi—}-l) pi + hlz_sz—l—l-

Step 19. Calculate coefficient d; of the algebraic linear equation sys-
tem:
Yi+l1 —Yi  Yi — Yit1
d; = — .
i = hit1 h; )

Step 20. Set i =¢+ 1. If i <n — 1, go to Step 15.
Step 21. Set initial values: F1, 1, En_1,En, Dy = 0.

Step 22. Calculate coefficients:
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Step 23.

Step 24.
Step 25.
Step 26.
Step 27.

Step 28.

Step 29.

Step 30.

Step 31.

Step 32.

Step 33.
Step 34.

Step 35.

Calculate derivation:

F
K ==t
C1

Calculate additional coefficient: G = ¢o + by - R;.
Set i = 2.

Calculate coefficient: W = q; - Rj_9 + b;.

Calculate coefficient: G =c¢; + W - Rj_1 + a; - Q;_o.

Calculate coeflicients:

G+ W- Qi1
R=——
G
Calculate coeflicients:
o Pi—1
=G T iy

Calculate derivation:

_Ri—WKi 1 —aiKi

K; e

Set 1 =14+ 1. If © <n, go to Step 25.

Calculate derivation:

RNK; 1+ K; >

Ky_1 = G

Set 1 = 2.
Recalculate derivation: K1 = R;K; 1+ Q; K; 2 + K;.

Set i =14+ 1. If 1 < n, go to Step 33.
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Step 36. Set j =1.

Step 37. Calculate the value of first point:

Ky — Ky
Tg — T

D1 ;211 = Y11 — p1D1.

Step 38. Calculate the value of last point:

KN —Kpn
TN —TN-1

Dy iZ2nv1 = yn1 — pNDn.

Step 39. Set i = 2.
Step 40. Calculate h; 1 = w10 — Tip1;h = x441 — 5.
Step 41. Calculate coefficient:

Kipn —K; Ki—Ki

D; =
‘ hit1 h;

Step 42. Set 5 = 1.

Step 43. Calculate the value of spline function in z; point: z;; =
Yij — piD;.
Step 44. Set 5 =45+ 1. If j <m, go to Step 42.

Step 45. Set i =i+ 1. If i <n — 1, go to Step 39. Otherwise stop.

4 Testing and complexity of algorithms

The proposed algorithm was tested from the point of view of influence
of weight coefficients (k — for algorithm 1, p - for algorithm) on the
quality of approximations. The quality of approximation is evaluated
by the following relation:

1, —Yj| <6i=1,...,n, (12)

where 0 — error values of measurements.
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Figure 1. Approximation rezults of testing function
y = Tsin(4z) + 5 cos(8z).

The testing of algorithms was performed with diverse conditions
and results of both algorithms approximation were compared. For in-
stance, some results with conditions of testing are the following:

— testing function y = 7sin(4«)+5 cos(8z) values, disturbed by 15%
noise/signal ratio approximation with polynomial function (Algorithm
1, k = 5) and spline function (Algorithm 2, p = 0.05) (Fig. 1);

— mass air flow sensor signal approximation with polynomial func-
tion (Algorithm 1, ¥ = 5) and spline function (Algorithm 2, p = 0.05)
(Fig. 2).

Analyzing results of testing of algorithms and taking into consider-
ation, that, usually, § — error value of measurement is in the limits of
2.5% < 0 < 10%, one can make the following conclusions:

— approximation quality of polynomial function (Algorithm 1) with
k = 3,5,7 satisfy the condition (12) in the most of cases (see Fig. 1
and Fig. 2);
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Figure 2. Approximation rezults of mass air flow sensor signal.

— approximation quality of cubic spline function (Algorithm 2) with
p = 0.001 = 0.5 also satisfy the condition (12) in the most of cases (see
Fig. 1 and Fig. 2).

The polynomial that characterizes the computational efficiency of
the algorithm was determined according to known methods [1]. The
factors that influence the most the efficiency of these algorithins are the
number of experimental data and number of neighboring points taken
into consideration. The polynomials of the algorithms 1 and 2 are of
the first degree:

O(N)gCl'Nmas+C2'Ks+C3'KS+CO (13)

O(N) = C’1 . Nmas + 02 . Nmas + 03 . Nmas + C4 . Nmas + CO (14)

These algorithms depend linearly from the number of experimental
data, that’s why the efficiency of the algorithm remains high. The
simulation and algorithm’s realization results confirm its computational
efficiency. For instance, the Algorithm 1 for 3 neighboring points was
implemented with 16 IBM PC instructions, that are running in less
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than 10us [8, 9]; the Algorithm 2 was implemented in C++ and runs
in 5+ 6 sec for 10 thousands of experimental data [8, 9]. Therefore, the
approximation Algorithm 2 is recommended to be used for such cases

as:

testing of cylinder’s compression, testing of generator pulsation,

exhaust gas analysis and other procedures.
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