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ABSTRACT 

Această lucrare descrie o aplicație mobilă pentru barmani care utilizează tehnici de viziune 

computerizată și rețele neuronale pentru a identifica ingredientele băuturilor. Această cercetare urmărește 

să dezvolte un sistem care poate prezenta o selecție de imagini ale ingredientelor, să le recunoască automat 

și să producă recomandări de cocktailuri corespunzătoare care pot fi făcute cu aceste ingrediente. 

Aceasta creează o aplicație independentă de platformă folosind react native și utilizează TensorFlow 

Lite pentru prelucrarea locală a imaginilor. Aceasta utilizează arhitectura modelului YOLOv8 și mai multe 

seturi de date specializate pentru a antrena modelul în vederea preciziei în recunoașterea obiectelor. 

Acesta descrie etapele de pregătire a datelor și formarea și reglarea modelului, atât de bine a explicat 

interfața și implementarea serverului aici Acesta include caracteristici pentru salvarea și filtrarea rețetelor, 

funcționarea offline și integrarea în cloud. 

Rezultatele testelor indică faptul că sistemul are o acuratețe generală de 92%, cu o precizie și o 

completitudine de 90% și, respectiv, 88% în timp ce este în joc în medii diverse, cu rezultate consecvente 

și repetabile. Pe dispozitivele mobile mid-range, modelul optimizat oferă un timp de procesare a imaginilor 

de <1 s per imagine. 

Ca parte a acestei lucrări, a fost dezvoltată o aplicație prototip pentru a oferi o interfață pentru ca un 

utilizator să încarce o imagine și să caute o rețetă. Sistemul ar putea fi dezvoltat în continuare și introdus în 

alte domenii, cum ar fi medicina și logistica. 

Aceasta este o aplicație mobilă care utilizează viziunea computerizată și rețele neuronale pentru a 

identifica rețete de cocktailuri din fotografii făcute de utilizatorul aplicației. Cuvinte-cheie: aplicație mobilă, 

computer vision, rețele neuronale, TensorFlow Lite, React Native, recunoașterea obiectelor, rețete de 

cocktailuri. 
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ABSTRACT 

This work describes a mobile application for bartenders that utilizes Computer vision techniques 

and neural networks to identify drink ingredients. This research seeks to develop a system that can present 

a selection of ingredient images, automatically recognize them, and output corresponding cocktail 

recommendations that can be made with these ingredients. 

It creates platform independent application using react native and use TensorFlow Lite for local 

image processing. It utilizes YOLOv8 model architecture and multiple specialized datasets to train the 

model for accuracy in recognizing objects. 

It describes the steps of data preparation and the model training and tuning, so well explained the 

interface and server side implementation here It includes features for saving and filtering recipes, offline 

operation and cloud integration. 

Test results indicate that the system has an overall accuracy of 92% with precision and completeness 

at 90% and 88% respectively while in play in diverse environments with consistent and repeatable results. 

On mid-range mobile devices, the optimized model offers an image processing time of <1 s per image. 

As part of this work a prototype application has been developed to provide an interface for a user 

to upload an image and to search for a recipe. The system could be further developed and introduced to 

other fields, like medicine and logistics. 

This is a mobile application that uses computer vision and neural networks to identify cocktail 

recipes from pictures taken by the user of the app. Keywords: mobile application, computer vision, neural 

networks, TensorFlow Lite, React Native, object recognition, cocktail recipes. 
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LIST OF TERMS 

 

Accuracy - A metric reflecting the proportion of correctly predicted objects out of the total predictions. 

Precision - A metric evaluating the proportion of true positive predictions among all predictions made. 

Recall - A metric showing the proportion of actual objects correctly identified by the model. 

IoU (Intersection over Union) - A metric for assessing object localization quality by measuring the overlap 

between the predicted and ground truth bounding boxes. 

Quantization - A model optimization method reducing weight sizes to 8-bit format. 

TensorFlow - A platform for building and training machine learning models. 

TensorFlow Lite - A lightweight version of TensorFlow designed for mobile and embedded devices. 

Vision Transformers (ViT) - A modern neural network architecture leveraging attention mechanisms. 

Dropout - A regularization technique to reduce the risk of overfitting. 

Batch Normalization - A method for normalizing input data to accelerate training. 

Data Augmentation - A technique for increasing dataset size by modifying images (rotation, brightness 

adjustments, etc.). 

Modular Architecture - A system structure divided into independent modules. 

Self-Supervised Learning - A learning approach where models learn from unlabeled data using pretext 

tasks. 

Neural Network - A set of algorithms modeled after the human brain, designed to recognize patterns. 

Bounding Box - A rectangle used to define the location of an object in an image. 

Inference - The process of making predictions using a trained model. 

Regularization - Techniques to improve model generalization and prevent overfitting. 

Real-Time Object Detection - The ability to identify objects in a video stream instantaneously. 

API Gateway - A centralized access point for routing requests between microservices. 

Cloud Computing - The use of cloud platforms like AWS, Google Cloud, or Azure for resource-intensive 

tasks. 

GPU Acceleration - Using Graphics Processing Units to speed up model training and inference. 

Edge Computing - Processing data near the source, such as on mobile devices, rather than in centralized 

servers. 

Embedded Systems - Computing systems designed for specific tasks within larger systems (e.g., IoT 

devices). 

Cross-Platform Development - Creating applications compatible with multiple operating systems using 

shared codebases. 

Object Localization - The process of identifying the position of objects in an image. 
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INTRODUCTION 

Over the past decades, modern computer vision technologies evolved into one of the hottest trends 

in artifical intelligence. These are the technologies that are used a lot, for addressing the tasks that could 

only be accomplished by Human till then. For instance, computer vision can be used for image and video 

analysis to identify, track and classify objects by different properties. These advances paved the way for 

the development of smart systems that can read and understand the visual content to make decisions on it 

[1]. 

Computer vision is one of the most comprehensively used fields today. For instance, in medicine, 

there are image analysis algorithms that helps doctors to diagnose complicated diseases by analyzing X-

rays, CT or MRI scans [2]. The accuracy of diagnostics is enhanced with these technologies, which lowers 

the chances of errors and speeds up the process of diagnosis [3]. 

For example, in manufacturing, mechanics automate quality control of products using computer 

vision [4]. Detection of defects at different stages of production with high reliability and accuracy is 

attainable with systems based on such technologies [5]. So, when it comes to mass production, this is vital 

because human control is so cryptic. 

Computer vision is one of the most important tools in the security field. The Face and object 

recognition capabilities lets to recognize people in public places and predict threats, providing security of 

transport, public places and objects of strategic importance [6]. 

Computer vision in entertainment create more realistic and interactive applications. For instance, 

augmented reality technologies which include the filtering functions for social network visuals or 

applications for interior designing are grounded on algorithms for the expression of an image and 

recognition of an object [7]. 

Image object recognition is among the fundamental problems in computer vision. It comprises of 

object detection and image [8]. Deep learning, especially convolutional neural networks (CNNs) has 

revolutionised object recognition in terms of accuracy and speed [9]. There are some advantages and 

disadvantages of modern approaches depending on the application area [10]. 

In this work, we focus primarily on using the currently known and relatively popular object 

recognition methods and their application to a specific problem, namely identifying drinks in an image and 

filtering cocktail recipes that can be prepared from these drinks. The project consists of a development of a 

mobile application that enables users to sign up, view a list of cocktail recipes, search for recipes based on 

their name, use filters, and submit photos of drinks taken using the camera or choose photos from the 
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gallery. The computer vision model detects drinks from the photo and recommends mixing recipes for the 

ingredients that were detected. 

The goal is to develop a system which is able to correctly recognize drinks in images and provides 

helpful suggestions to the user. With the above goal in mind, the objectives were as follows: 

− review of existing object recognition methods, including classical algorithms (SIFT, HOG) and 

modern approaches based on deep neural networks (YOLO, SSD, Mask R-CNN) [11][12]; 

− comparative analysis of algorithms by criteria such as accuracy, speed of operation and 

robustness to external factors (complex backgrounds, illumination changes) [13]; 

− experimental testing of the selected methods using beverage images; 

− formulating conclusions and recommendations on the applicability of the methods for mobile 

devices with limited computational resources. 

The LabelImg application [14] was used to create the training sample for the project. It was used to 

create and label annotations of objects (drinks) in images, which provided high quality data for training the 

YOLOv8 model [15]. 

The following tools and technologies are utilized as part of the work: 

− TensorFlow for model development and training [16]; 

− OpenCV for image preprocessing [17]; 

− LabelImg for creating and marking object labels [14]; 

− Matplotlib and Seaborn to visualize the experimental results [18]; 

− React Native and Tailwind CSS to create the user interface of a mobile application [19]. 

The results of the works will be practical and can be used for computer vision integration to mobile 

applications. An extensive effort focuses on model compression for deployment on mobile devices [20]. 

Hence, this paper not only conducts a mini-survey of recent object recognition techniques, but also 

shows their usage to implement an assistant system to process the images and provide recommendations, 

which can be further developed and researched. 
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