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ABSTRACT

Automated ticket routing systems are vital for efficiently managing customer and IT support

inquiries. This thesis evaluates the performance of three prominent Natural Language Processing (NLP)

models: DistilBERT-base-uncased, DistilBERT-multilingual-cased and InfoXLM, tailored for automated

ticket classification and routing. The study integrates a robust methodology comprising data cleaning,

exploratory analysis and augmentation to prepare a real-world dataset. Advanced classification technique

of fine-tuning was employed to optimize model performance across diverse ticket categories. The

evaluation reveals that fine-tuning pre-trained models on domain-specific ticket data significantly

enhances classification accuracy and routing precision. Additionally, performance optimization strategies,

including stop-word removal, n-gram tokenization and batch size adjustments, were explored to further

refine model accuracy and computational efficiency. By integrating domain-specific fine-tuning and

scalable methodologies, this research underscores the transformative potential of machine learning in

automated ticket routing systems. The findings provide actionable insights for implementing efficient,

adaptable, and accurate ticket management solutions in dynamic support environments, ultimately

improving service delivery and operational scalability.



REZUMAT

Sistemele automatizate de rutare a tichetelor sunt esențiale pentru gestionarea eficientă a cererilor

de suport pentru clienți din diferite domenii, precum și cei din domeniul IT. Această teză evaluează

performanța a trei modele importante de Procesare a Limbajului Natural (NLP):

DistilBERT-base-uncased, DistilBERT-multilingual-cased și InfoXLM, adaptate pentru clasificarea și

rutarea automată a tichetelor. Studiul integrează o metodologie eficientă, care include curățarea datelor,

analiza exploratorie și augmentarea, pentru a pregăti un set de date eficient, extras dintr-o aplicație reală.

Tehnică avansată de clasificare, fine-tuning, a fost aplicată pentru optimizarea performanței modelelor pe

categorii diverse de tichete. Evaluarea expune faptul că ajustarea modelelor pre-antrenate pe date

specifice domeniului îmbunătățește semnificativ acuratețea clasificării și precizia rutării. În plus, teza

explorează strategii de optimizare a performanței, cum ar fi eliminarea stop-word-urilor, tokenizarea prin

n-grame și ajustarea dimensiunii loturilor (batch size), îmbunătățind și mai mult acuratețea și eficiența

modelelor. Prin integrarea metodei de fine-tuning specific domeniului și a celor mai noi metodologii,

această cercetare subliniază impactul transformator al învățării automate asupra sistemelor de rutare a

tichetelor. Rezultatele oferă perspective aplicabile pentru implementarea unor soluții eficiente, adaptabile

și precise de gestionare a tichetelor, îmbunătățind în final livrarea serviciilor și scalabilitatea operațională

în medii de suport dinamice.
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INTRODUCTION
In today's fast-paced corporate environment, customer service is critical to sustaining client

happiness. As organizations expand and the volume of support tickets grows, efficient ticket management

systems become increasingly important. Traditional manual ticket routing, which relies heavily on human

judgment, can result in inefficiencies, longer response times, and probable mistakes in directing tickets to

the appropriate support teams. To address these difficulties, this thesis investigates the use of Machine

Learning (ML) models to improve automated ticket routing systems.

This research addresses the evaluation of several Natural Language Processing (NLP) models in

automating ticket routing classification like: DistilBERT-base-uncased, DistilBERT-multilingual-cased,

and InfoXLM. These models represent a spectrum of capabilities, from lightweight efficiency to

multilingual and cross-lingual versatility. To assess their performance, the study utilizes a real-world

dataset from a company. The dataset includes diverse ticket categories, metadata, and communication

records, providing a rich foundation for exploring the complexities of ticket routing.

An essential part of the research involves data preparation, cleaning, and augmentation, which are

critical for optimizing input data and ultimately, model performance. Data augmentation, in particular, is

employed to overcome challenges such as class imbalance and limited data variety. Techniques of

oversampling like random word insertion, augmentation with synonyms and antonyms, and

undersampling like random articles deletion are used to diversify the dataset, helping to ensure that

models are exposed to a wider range of linguistic patterns and ticket structures. This stage is crucial as it

allows the models to better capture the nuances of ticket content, which can significantly influence the

success of the classification and routing process.

The study then explores the application of ML methodologies, including zero-shot, few-shot

learning, and fine-tuning, to gauge their effectiveness in the context of ticket routing. Zero-shot learning

is evaluated for its ability to classify tickets without specific task-related training, a useful feature for

rapidly adapting to new ticket categories without a labeled dataset. Few-shot learning is similarly tested

for scenarios requiring domain-specific adjustments, leveraging a small amount of labeled data to refine

performance. Fine-tuning, a more complicated strategy, is evaluated for its effectiveness in enhancing

model accuracy by tailoring pre-trained models to the specific properties of the ticket data. By comparing

various techniques, the study hopes to uncover their distinct strengths and potential trade-offs in terms of

performance, resource consumption, and implementation complexity.

In addition to the methodologies, the study offers a comparative analysis of the findings from the

various approaches. This analysis helps to identify which methods are most effective for different types of

ticket routing scenarios, allowing for insights into optimizing machine learning techniques based on

specific operational requirements. The evaluation process involves testing on a range of performance

metrics, such as classification accuracy, precision, recall, and overall routing efficiency. These metrics



offer a comprehensive view of the impact of each approach on the quality and reliability of the ticket

routing system, which is essential for ensuring customer satisfaction in real-world applications.

Based on the comparative analysis, the best-performing model was selected for further

optimization. To enhance its performance, separate approaches were explored, including adjusting the

batch size to improve training efficiency and substituting the default classification algorithm with random

forests to evaluate alternative decision-making strategies. Additionally, the number of training epochs was

determined by analyzing the train and test accuracies to identify the point where the model achieves

optimal generalization. These refinements not only improved the model's accuracy but also enhanced its

robustness and adaptability to diverse ticket categories. This focused optimization highlights the iterative

nature of machine learning workflows, emphasizing the importance of fine-tuning and exploring

complementary strategies to achieve optimal results.

Through this comprehensive study, the thesis aims to contribute to the growing field of ML-driven

ticket routing solutions by providing detailed insights into best practices for model selection and

implementation. By demonstrating the transformative potential of ML in ticket routing, this research

highlights the role of advanced algorithms in streamlining customer support processes, leading to

significant improvements in service delivery, scalability, and operational accuracy. This exploration not

only underscores the value of ML in automated ticket routing but also serves as a guide for future

developments in this rapidly evolving domain.
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