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Abstract. The science of artificial intelligence (AI), which is expanding quickly, has the potential to 

completely change how we live and work. But it also carries a number of risks and hazards that need 

to be treated seriously. The risks that could arise from AI are examined in this article along with 

mitigation strategies. The primary risks of AI include employment loss, the possibility that AI systems 

may act unethically and morally wrongly, the possibility that AI will be abused, and the possibility 

that AI will lead to the emergence of new kinds of inequality. In order to secure the ethical and safe 

use of AI, the article discusses the significance of responsible AI development as well as the need for 

laws and policies to be put in place. 
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 Introduction 

The way we live and work is rapidly changing as a result of artificial intelligence (AI). AI 

technology has developed to the point that it is capable of carrying out complicated tasks, such as 

identifying patterns in data and drawing conclusions from that analysis. The development of AI has 

created new opportunities across a wide range of sectors, including healthcare, banking, 

transportation, and retail. But it also carries a number of risks and hazards that need to be treated 

seriously. It is crucial to think about the possible risks of AI and how to mitigate them as these systems 

develop and become more interwoven into our daily lives. 

 

Pros of AI 
Artificial intelligence (AI) has the potential to revolutionize a number of industries and 

provide numerous advantages. Automating laborious and repetitive jobs allows humans to focus on 

more complicated and creative work, which is one of AI's most important benefits. Industries 

including manufacturing, shipping, and customer service may experience an uptick in production and 

efficiency as a result. As an example, in a study conducted by DataProt it is expected that AI will 

contribute $15.7 trillion to the global economy by 2030 [1]. 

Large volumes of data can be swiftly and precisely analysed by AI, which can improve 

decision-making and results in industries like marketing, banking, and healthcare. Moreover, chatbots 

and virtual assistants powered by AI can offer round-the-clock customer service, enhancing client 

happiness and loyalty. 

AI can improve safety by identifying and anticipating possible risks across a range of 

industries, creating safer work environments and transportation infrastructure. By offering assistive 

technologies like speech recognition and predictive text, it can help improve accessibility for those 

with disabilities. 

Ultimately, AI has a lot to offer in terms of potential advantages, and it has the power to 

drastically alter many facets of our daily lives. Yet, it is critical to recognize and solve any potential 

ethical and societal problems with AI, such as job displacement and bias. AI may be used for good 

with the right control and regulation, which will help both individuals and society as a whole. 
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Cons of AI 
Artificial Intelligence (AI) has the potential to revolutionize many industries and improve our 

lives in countless ways. However, like any new technology, AI also has its drawbacks and limitations. 

Understanding these limitations is essential for ensuring that AI is developed and used in an ethical 

and responsible manner. 

One of the main cons of AI is the potential for it to perpetuate existing biases and 

discrimination. AI systems are only as unbiased as the data they are trained on, and if the data contains 

biases, the AI system will exhibit these biases as well. This can have serious consequences, 

particularly in fields such as criminal justice, healthcare, and finance, where AI systems are being 

used to make decisions that can impact people's lives. 

Another disadvantage of AI is the issue of accountability. AI systems often make decisions 

that are difficult to understand, even to their creators.  

The increasing use of AI also has the potential to lead to job loss and economic instability, as 

AI-driven automation has the potential to disrupt traditional industries and displace large numbers of 

workers. 

In addition, there are also concerns about the development and use of autonomous AI systems, 

such as drones and self-driving cars. The question of who is responsible for the actions of these 

systems, particularly in the event of an accident, is a complex and unresolved issue. 

Another disadvantage of AI is the risk of hacking and cyberattacks. As AI systems become 

more integrated into our daily lives, they become more vulnerable to hacking and other forms of 

cyberattacks. It becomes increasingly frightening considering that an analysis conducted by Forbes 

found out that 62% of enterprises have adopted and implemented AI to its full potential for 

cybersecurity, or are still exploring additional uses [2].This could have serious consequences, such 

as the theft of sensitive information, the manipulation of AI systems, or the disruption of critical 

infrastructure. 

Finally, the long-term implications of AI also raise ethical questions about the future of 

humanity and the role that AI will play in shaping that future. As AI becomes more advanced, there 

are concerns about the potential for AI systems to surpass human intelligence, leading to existential 

risks and ethical dilemmas.  

AI presents numerous cons that must be carefully considered and addressed if we are to ensure 

that this technology is used for the betterment of all. These limitations include issues related to bias, 

accountability, employment and the economy, autonomous systems, security, and the future of 

humanity. It is up to us to ensure that AI is developed and used in an ethical and responsible manner, 

taking into consideration the well-being of individuals, communities, and the environment. 

 

Risk of losing jobs 
The emergence of artificial intelligence has created many prospects and causes for enthusiasm, 

but it has also sparked worries about job loss. There is a genuine danger that many tasks currently 

done by people could be overtaken by computers as AI technology develops. Indeed, studies have 

indicated that a large number of occupations in a variety of sectors, including manufacturing, retail, 

and banking, are vulnerable to automation. According to a 2013 study by Oxford University 

professors Carl Frey and Michael Osborne it is estimated that 47% of U.S. jobs would likely be 

removed within the next 20 years by technology [3]. 
The fact that machines are frequently more productive and economical than human labour is 

one of the key causes of job loss as a result of AI. An AI-powered production robot, for instance, can 

operate continuously, seven days a week, without needing any breaks or other advantages. As a result, 

they are significantly more affordable than human employees who require benefits and paid time off 

and are more likely to make mistakes. As a result, a lot of businesses are choosing to switch over to 

using robots in place of people because they can be trained to complete tasks more quickly, correctly, 

and effectively. 
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The quick rate of technological progress is another factor causing employment losses. AI is 

evolving quickly, and new developments are always being made. This implies that a large number of 

formerly safe and secure occupations now face the threat of automation. For instance, chatbots could 

replace human customer service representatives while self-driving automobiles could displace human 

drivers. As AI technology develops further and more occupations are automated, this trend is 

expected to continue. 

The effects of employment loss brought on by AI are anticipated to be extensive and profound. 

Widespread unemployment could result, which could have negative effects on the world economy. 

For instance, unemployed workers might find it difficult to make ends meet and provide for their 

families, which would exacerbate poverty and cause social unrest. As workers have less money to 

spend on goods and services, losing a job could also result in a decrease in consumer expenditure. 

This might have repercussions for the economy, resulting in slower rates of investment and growth. 

It is crucial for governments and companies to act in order to reduce the dangers of 

employment loss due to AI. Offering retraining programs to workers who have lost their jobs to 

technology is one way. These people may be able to develop the skills necessary to obtain new 

employment in expanding industries as a result of this. Governments could also provide financial 

incentives to businesses that invest in technology that support sustainable agriculture and renewable 

energy sources. By doing these things, we can make sure that everyone enjoys the advantages of AI 

rather than just a small group of people. 

In conclusion, there is a pressing need to address the risk of employment loss caused by AI. 

Even if AI has the ability to save money and enhance productivity, it also has the power to replace 

millions of jobs and cause a severe unemployment problem. Governments and corporations must act 

and offer assistance to people who have been impacted by automation in order to lessen the effects 

of job loss. By doing this, we can make sure that everyone enjoys the advantages of AI and that the 

shift to an increasingly automated future goes as smoothly as possible. 
 

Moral and ethical risks 
The moral and ethical risks of AI have become a growing concern as this technology becomes 

more integrated into our daily lives. While AI has the potential to greatly improve many aspects of 

society, it also presents numerous ethical challenges that must be addressed. 

The increasing use of AI has also raised concerns about job loss and economic instability, as 

AI-driven automation has the potential to disrupt traditional industries and displace large numbers of 

workers [4]. This raises important ethical questions about the impact of AI on employment and the 

economy, and the need for policies that support those who may be affected by AI-driven automation. 

In addition, there are also ethical concerns related to the development and use of autonomous 

AI systems, such as drones and self-driving cars. The question of who is responsible for the actions 

of these systems, particularly in the event of an accident, is a complex and unresolved issue. 

Finally, the long-term implications of AI also raise ethical questions about the future of 

humanity and the role that AI will play in shaping that future. As AI becomes more advanced, there 

are concerns about the potential for AI systems to surpass human intelligence, leading to existential 

risks and ethical dilemmas. 

The development of AI presents numerous moral and ethical challenges that must be addressed 

if we are to ensure that this technology is used for the betterment of all. These challenges include issues 

related to bias, accountability, employment and the economy, autonomous systems, and the future of 

humanity. It is up to us to ensure that AI is developed and used in an ethical and responsible manner, 

taking into consideration the well-being of individuals, communities, and the environment. 

 

Malicious purposes of using AI 
Artificial Intelligence (AI) has the potential to bring great benefits to society, but it can also be 

used for malicious purposes. As AI technologies become more advanced and widely available, there is 

a growing risk that they may be used for cyber attacks, propaganda, and other harmful activities. 



Conferinţa Tehnico-Ştiinţifică a Studenţilor, Masteranzilor și Doctoranzilor, Universitatea Tehnică a Moldovei 

 

Chișinău, Republica Moldova, 5-7 aprilie 2023, Vol. II 
 

- 102 - 

One of the main concerns is the use of AI for cyber attacks, such as distributed denial of 
service (DDoS) attacks or phishing campaigns. AI can be used to automate these attacks, making 
them more efficient and effective. Additionally, AI can also be used to evade security measures and 
hide malicious activity, making it harder for defenders to detect and respond to attacks. 

Another concern is the use of AI for propaganda and manipulation. AI can be used to create 
fake news, deepfakes, and other forms of manipulated media that can be used to spread false 
information and influence public opinion. According to Giorgio Patrini, CEO and co-founder of 
Sensity, reputation attacks by defamatory, derogatory, and pornographic fake videos constitute the 
majority of deepfake videos by 93% [5]. This can have serious consequences for democracy and 
public trust, as it becomes increasingly difficult to distinguish between true and false information. 

Finally, there are also concerns about the use of AI for military and surveillance purposes. AI 
can be used to automate and enhance military operations, such as drone strikes, and to support mass 
surveillance programs, potentially violating human rights and civil liberties. AI can be used for 
malicious purposes such as cyber attacks, fraud, and spreading fake news and propaganda. These 
actions can harm individuals, organizations, and even entire societies. It's crucial for AI developers 
and users to be aware of these risks and take steps to prevent malicious use. AI technology can be 
manipulated to perform unethical or harmful tasks, such as deepfakes and impersonation, biometric 
identification theft, autonomous weapons, and mass surveillance. To prevent AI from being used 
maliciously, it is important to adopt ethical standards, establish robust security measures, and foster 
public awareness and education on AI risks. Additionally, governments and organizations must work 
together to regulate AI development and use to ensure that it serves the public interest and promotes 
responsible innovation. 

 

Regulations of AI 
Artificial Intelligence (AI) has been growing rapidly in recent years, offering tremendous 

potential to transform numerous industries and improve our lives. However, its rapid growth has also 
raised important ethical and legal concerns. As AI systems increasingly influence decision-making in 
sensitive areas such as healthcare, finance, and criminal justice, regulators have begun to take notice. 
According to a survey conducted in March 2019, 71 percent of U.S. based CEOs and business leaders 
stated that they believed that AI should be uniformly regulated at a global scale [6]. The regulation 
of AI is still a relatively new and evolving area, but there are several key concepts and principles that 
are emerging as central to the discussion. 

One of the main objectives of AI regulation is to ensure that the technology is used responsibly 
and ethically. This includes avoiding potential harm to individuals and society, as well as protecting 
privacy and civil liberties. To this end, many regulators are focused on establishing clear guidelines 
for the development, deployment, and use of AI systems. For example, the European Union has 
introduced the General Data Protection Regulation (GDPR) which sets strict rules for how personal 
data can be used and processed by AI systems. 

Another important aspect of AI regulation is ensuring accountability and transparency. As AI 
systems become more complex and widespread, it can be difficult to understand how they are making 
decisions and what factors are influencing their outputs. This can make it challenging to hold AI 
systems and their creators accountable for any negative consequences that may arise. To address this, 
regulators are working to promote greater transparency in AI systems, including through the use of 
explainable AI (XAI) technologies that can provide more insight into how decisions are being 
made.In addition to these overarching concerns, there are also specific regulatory challenges that arise 
in different domains and contexts. For example, in healthcare, there are concerns about the potential 
for AI systems to perpetuate existing biases and inequalities. In finance, there are concerns about the 
use of AI for algorithmic trading, which can lead to rapid price swings and other market disruptions. 

Despite these challenges, there is also a growing recognition of the benefits that AI can bring, 
and regulators are working to strike a balance between protecting society and promoting innovation. 
For example, some regulators are exploring the use of AI in regulatory oversight and compliance, 
which could help to increase efficiency and reduce costs.  
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Responsible AI development 
With great power comes great responsibility, and the development of AI requires a critical 

examination of the ethical and social implications of this technology. As AI continues to become 

increasingly integrated into our daily lives, it is imperative that its development be guided by a strong 

ethical framework that prioritizes the well-being of individuals, communities, and the environment. 

A key aspect of responsible AI development is transparency. AI systems often make decisions 

that are opaque and difficult to understand, even to their creators. This can lead to a lack of trust in 

AI systems and their decisions, which is particularly problematic in sensitive areas such as healthcare 

and finance. This can be seen also in people’s opinions as Accenture’s 2022 Tech Vision research 

found that only 35% of global consumers trust how AI is being implemented by organizations. And 

77% think organizations must be held accountable for their misuse of AI [7]. To increase 

transparency, AI systems should be designed to provide explainable and interpretable decisions, and 

their workings should be open to examination and review by independent experts. 

Responsible AI development requires a long-term perspective that considers the future 

implications of this technology. AI has the potential to transform our world in ways we can’t yet 

imagine, and it is our responsibility to ensure that these changes are positive and beneficial for all. 

This requires a commitment to ongoing research, development, and education, as well as the 

development of robust ethical frameworks and regulations that will guide AI development in the 

future. 

 

Future of AI 
The future of Artificial Intelligence (AI) is one of the most exciting and rapidly evolving areas 

of technology. As a result, IT analyst firm, Info-Tech Research Group reports that 44% of private 

sector companies plan to invest in AI systems in 2023 [8]. That said, AI has the potential to transform 

numerous industries and improve our lives in countless ways, but it also presents new challenges and 

ethical concerns. 

One of the key trends in the future of AI is the increasing integration of AI into everyday 

devices and systems. From smart homes to autonomous vehicles, AI is becoming increasingly 

ubiquitous, offering new and improved ways to interact with technology. Additionally, AI is also 

being used to enhance products and services across a wide range of industries, from healthcare to 

finance. 

Another trend in the future of AI is the development of more advanced AI technologies, such 

as machine learning, deep learning, and natural language processing. These technologies are allowing 

AI systems to become more sophisticated, capable of performing increasingly complex tasks and 

making more accurate decisions. 

However, the rapid growth of AI also presents new challenges, such as the need to ensure that 

AI systems are secure and that they are being used ethically and responsibly. Additionally, there is 

also the challenge of ensuring that the benefits of AI are distributed fairly, as the technology has the 

potential to create new forms of inequality and to displace jobs. 

Despite these challenges, the future of AI remains bright, with numerous opportunities for 

innovation and growth. By working together, industry, government, and academia can ensure that AI 

is developed and used in a way that maximizes its benefits while minimizing its risks. 

 

Conclusions 
Artificial Intelligence has the potential to greatly improve our lives, but it also brings with it 

a number of dangers and risks that must be taken seriously. The dangers of AI include the potential 

loss of jobs, the potential for AI systems to make ethical and moral mistakes, the potential for AI to 

be used for malicious purposes, and the potential for AI to create new forms of inequality. To mitigate 

these risks, it is important for governments and companies to invest in responsible AI development, 

put in place regulations and guidelines to ensure the safe and ethical use of AI, and take steps to 

reduce the digital divide.  
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