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Abstract. Automatic simplification of drug descriptions and medical texts 

is a very important task, it helps people with low medical literacy to 

understand complex drug descriptions and medical texts. Automatic text 

simplification is the process of converting source text into another text that 

conveys the information of the source text but is easier to understand and 

read [3]. This process usually involves replacing complex or unknown 

phrases or words with simple equivalents and converting long and 

syntactically complex sentences into shorter and less complex ones [1].  

Automatic text simplification usually focuses on two methods of 

simplification, lexical and syntactic. Lexical text simplification seeks to 

replace words so that they are easier to understand, or to add appropriate 

defiŶitioŶsà toà aà seŶteŶĐe.à нoƌà eǆaŵple,à ͞Theà ďookà ǁasà gƌeat͟à ǁouldà
ďeĐoŵeà͞TheàďookàǁasàeǆĐelleŶt͟àoƌà ͞TheàďoǇàhadà tuďeƌĐulosis͟àǁouldà
ďeĐoŵeà ͞Theà ďoǇà hadà tuďeƌĐulosis,à aà luŶgà disease.͟à ChaŶgiŶgàǁoƌdsà iŶà
context is not a trivial task because the original meaning of the text can 

very easily be lost or misinterpreted [2]. 

Syntactic simplification aims at identifying syntactic phenomena in 

sentences that may make readability and comprehension difficult, with the 

aim of possibly transforming the found sentences into more readable and 

understandable equivalents. For example: ͞The festival was held in New 

Orleans, which was recovering from Hurricane Katrina͟ is converted in two 

simpler sentences: ͞ The festival was held in New Orleans. New Orleans was 

ƌeĐoǀeƌiŶgàfƌoŵàрuƌƌiĐaŶeàыatƌiŶa͟.  
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Experiments of this work fell into three main categories:  

1. Experiments without the use of large language models used data 

such as word frequency and dictionaries to find compound words and their 

definitions.  

2. Experiments with exclusive application of large language models 

to simplify a given drug description [3].  

3. Combined experiments that solved certain problems with large 

language models while others without them. For example, we defined a 

word difficult to understand using a large language model and then 

inserted its definition from a dictionary. 

In conclusion, both methods are useful for the simplification: the 

wordfreq library identifies complex words as well as ChatGPT3.5 but 

ChatGPT is better at simplifying text due to good corpora training, while 

dictionary parsing is a very unreliable method that is also difficult to verify 

for correctness. 
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