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Abstract — This paper offers a solution to the problem of opmal control system synthesis based on
uniform multi-core architecture. For this purpose the equations that describe the control system are
decomposed into a set of homogeneous equations witle same complexity and the search for the minimum
value of the functional optimization is done as aegjuential iterative search using a set of one-dimsional
equations. In order to ensure maximum efficiency, @mputational power of the optimal solutions
management, is uniformly distributed on a set of amputing architecture controllers. AVR microcontroll ers
and industrial network standard 12C series were useé to study the behavior of the control system. Inhe
design process there where developed: math modethge structure of the control system, data protocolthe
behavioral algorithm and the circuit of the control system based on four microcontrollers.

Index Terms— control system, optimal control, multi-controller architecture, 12C bus.

I. INTRODUCTION . PROBLEMSTATEMENTOFTHE CONTROL

Currently, the sphere of the multiprocessor systésms SYSTEM
continuously expanding, covering new domains irioter In order to ensure a uniform distribution of compgt
fields of science, business and production. Onesuwh power the system of equations (1) on optimal cooi2)
areas is solving optimal control problems of tedbgizal i decomposed intl homogeneous equations of the form:

i i i . i dX * * . o a1
or manufacturing processes in real time. The daksi i - f (X (t),u (t)),DI “IN. ©)

problem of optimal control is the system of equagi¢l), Gt
where it is necessary to find the minimum valuethod

functional Q (2) when maintaining restrictionx(t) (3) Where: X (t) = (Xi (t),i :1’N) - state of the process

and controllingu(t) (4) [1, 2J: and U’ (t) =(u? (t),i =1,N) - control signals at the
dx .

2= (X, u) 1) timet .

dt Starting from the expression (5) and (6), in ortier
Q(X f (x),u g(u)'t) . min ) maximize the effectiveness of multi-computing atetture

you have to perform the condition of uniform distriion

x[OX . where X = (X. i = m)T 3) of computer power as follows:
i Xt (x 0.0 ),
uDU,whereUZ(ui,I:l,N) 4) dt v ——
I=LN. @
NG) S <o

The solution of the functional (2) reduces to sssbe QX ’E’u gu), '
iteration method for solving system of equations (5
Q (x,%,u,g(U) ,tj <0,=Q - mindi=1N () . CONTROLSYSTEMSYNTHESIS

To solve the problem (6) considering (5), a MIM2sd
. . - (Multiple Instruction Multiple Data) [3] multi-conbller
The solution of the system_of equations (5) isiha the_ compuiting system (MCS) is proposed (Figure 1). MES
minimum value of the functional (2) through a geadi N X !
homogeneous distributed computing architecture hase

method inN—dimensignaI spacg. _ the industrial networkl’C [4] and set of processing
The purpose of this paper is to adapt the solutbn

optimal control for distributed multi-controller@mputing elementPE,I =1L,N. A controlled  process is
architecture while minimizing the amount of inforiom represented by many technological or manufacturing

transmitted between the controllers. operationﬂ'Ol i =1,N, where DI, JiA=1,N - a state

signal of the process operation afdO ,i =1,N - the
control signal of the process operation.
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The functionality of a multi-computing system issbd dx
on parallel calculation of the following operatiordata If /dt >0, then Bin =1 _

input about the process st N =1,_N, data exchange U =1,N, (8)

SR ip B <0, then BV, = 0.
between the computational elemeRfs,i=1,N, '
optimization and calculation of control signals @eling to
expressions (7) and the impact on controlled pmces |f du/dt >0.thenBV =1
) u; ']

signalsDO,,i = 1,_N }

Oi=L,N. (9

if Q7 <0,then BV, =0.

( I12C BUS 0
The purpose of bit-vector use is to decrease theuatn
of sending information between the computational
elementPE ,i :1,_N.
PE, PE, PE, N .
. . . Recovery of standingf (X) and process control
/ A /
Pl.[ POy DL DOy Pl h g (u) is carried out from the expression (10).
TO, TO, TO,
T
Technological or Industrial Processes f * (Xi) — j (BVX_ ) dt,
5 S

Figure 1. The structure of a computing system. Ur=1N (10)

T
g'(u) =[(BV, )dt.
0
IV. COMMUNICATION PROTOCOLSYNTHESIS
To exchange data between the computational elements V. CONTROLSYSTEMALGORITHM

PE,i =1,N a special protocol is developed, which is a Algorithm for optimal functioning of the control stem
bit-vector BV, change in the state of the controlled process shown in Figure 3, where computing elemés ...

and state of the proceB¥ . Figure 2 shows the method of PE, are displayed, containing the same sequence of

calculating the values 0BV, andBV, . operations and operating in parallel.
A X ict UML Activity J
! PE_1 PE_N
I I I I I I I I
| | | | | | | | Start_1 Start_N
I I I I I I I I
! ! ! ! Init System_N
I I I I I Init Systen -
I—»0 | — <0 | —u>0 |
d oAy A
- N
1171700l 0! 1! 1] g Y Y
BV I I I I I I I I
X“ T Control Computing_N
ui
| | | | | | | | onrel g
| | | | | |
I I I I I I I
I I I i I I I

I I I I I I
I du ! | | oy >0 | |
I—L«0Q | I I gt! I I N
: dt : : : : : : : . Data Comm_N
T T T T T T T T >

BV 0 | o | 0 | 1 | 1 | 1 | 1 | o |

u State Comm_N

State Comm_1
State Comm_1

Figure 2. The method of calculating the bit-vectors

State Comm_N

To determine the values of bit-vectors the signthef
first derivative signal of the state of the procé8% and
control is calculated (9) from the following coridits:

Stop Stop

Figure 3. The algorithm of computing elements opena
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The principle of operation of the control systemtas
Specification of a sequence of computational opmrat solve the system of equations (7) using an itegatiethod.
to processing elemer®g i :1,_N3 As a result of modeling a multi-functional contsyistem
. . (Figure 4) results that prove the correctness efsthiution
_Start — beginning of the sequence of operanon:have been obtained for this purpose we used design
Init System - initialization ~ processing ~elements; enyironment Proteus 7.6 [7]. For more complex agintr

System Ready - determination of availability of Systems (up to 30 MCU) functionality and precisafrthe

computational elements, if the device is ready tokwY TESUIES VSIS ENEE e 5 EMElIee meinses,

then continue to execute sequences of operatiorntheof

algorithm, if the device is not ready to worll then
blocked and is derived from the multi-controllengmuting

architecture; Control Computing — computation of
control signals; Control

VIl. CONCLUSION

The optimal control problems include increased
complexity and the solution of this problem based o
single-processor (single-controller) computer asstiures
— impact of control signals is inefficient.

This paper offers a solution to the problem of imadi
_ control based on multi-controller architecture with
state DI,,i =1,N of operation of the controlled process uniform distribution of computing power and minireiz
Data Comm the amount of information transmitted between the

computing elements.
elementsBV, and BV,; State Comm - exchange of
data between computing elements via 146 network;

Stop - end of the sequence of operations.

DO, i =1,_N a controlled processState — input the

- data exchange between computini
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VI. EXPERIMENTALMULTI-CONTROLER SYSTEM
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Figure 4.
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Experimental multi-controller system.
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